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1 Summary 

The Workshop on Quantifying the Value of Structural Health Monitoring constitutes the major event 
throughout the starting phase of the COST Action TU1402 in the early months of 2015. The Action 
has already received a tremendous interest throughout European industry and research resulting in 
a substantial growth of the Action in the starting phase. 
 
The COST Action TU1402 enhances the benefit of Structural Health Monitoring (SHM) by novel 
utilization of applied decision analysis on how to assess the value of SHM ï even before it is 
implemented. This improves decision basis for design, operation and life-cycle integrity management 
of structures and facilitates more cost efficient, reliable and safe strategies for maintaining and 
developing the built environment to the benefit of society. 
 
The objectives of the 1st Workshop are to disseminate the aims and ideas of the COST Action 
TU1402 and to progress in building a common understanding within the Action network. Further aims 
according to the Scientific Work Plan are to progress in (1) the clarification of the theory on 
quantifying the value of SHM, (2) the formulation of the theory for applications and (3) a 
categorisation of SHM strategies and structural performance models. For these aims, consecutive 
plenary sessions involving all working groups (WGs) are organised which are followed by parallel 
Working Group sessions. 
 
65 participants from 23 countries representing researchers, structural engineers, SHM engineers and 
infrastructure operators and owners took part in the workshop. The aims and the ideas of the Action 
were discussed and connected to the individual challenges of the Working Groups (WGs) and to the 
expertise of the Action network. This workshop contributed substantially to the progress according to 
the Scientific Work Plan, facilitated the individual detailed WG planning and initiated a number of 
working and networking activities. 
 
The proceedings of the 1st Workshop contain paper contributions for WG1, WG2 and WG4 covering 
the theoretical framework, SHM strategies and structural performance modelling both in research 
and in application. Further contributions in the form of presentations and posters as well as the 
session videos can be accessed via the Action website: http://www.cost-tu1402.eu/. 
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Value of Information in SHM ï Considerations on the Theoretical Framework 

M. H. Faber, Department of Civil Engineering, Technical University of Denmark, Denmark 
D. Val, Institute for Infrastructure and Environment, Heriot-Watt University, UK  
S. Thöns, Department of Civil Engineering, Technical University of Denmark, Denmark 
 

Objectives, abstract and conclusions 

The present paper aims to identify and describe the framework for quantifying the value of 
Structural Health Monitoring (SHM). Starting point is taken in a presentation of the problem of 
structural integrity management from an information theoretical viewpoint. This perspective is then 
set in relation to the utilization of Bayesian decision theory and methods of structural reliability 
theory as basis for decision making with respect to integrity management of structures. Following 
this an account of previous applications of value of information (VoI) analysis in general as well as 
more directly related to the field of civil engineering is given and finally more recent developments 
directly related to VoI analysis in structural health monitoring are summarized. Structural health 
monitoring has been increasingly applied over the last 2-3 decades in the context of assets 
integrity management, i.e. for collecting information on loads and aggressive environments acting 
on structures, structural performances, deterioration processes and changes in the use of 
structures. The pre-posterior analysis from the Bayesian decision theory and the associated VoI 
analysis provide a formal and transparent theoretical basis for the quantification of the value of 
SHM prior to its implementation. Though the concept of VoI analysis had been progressively 
formulated and applied throughout the scientific community for a long time only a few years ago 
this concept was fully appreciated in the field of SHM and there are still significant methodical and 
practical challenges to overcome before its potential benefits can be fully achieved in this field. 
Finally, based on a simple illustration the core theoretical elements of VoI analysis in the context of 
SHM are presented and discussed, challenges associated with the successful utilization of VoI in 
this context are summarized and potential strategies for overcoming them are outlined.  
 

2 Introduction 

2.1 Objectives and challenges of Structural Health Monitoring (SHM) 

The ultimate goal of SHM is to provide information about the performance of structures in order to 
facilitate rational decision making with respect to their integrity management. In doing so SHM 
comprises a very wide range of activities which, through different technologies, collect knowledge 
about the performance of structures over their life-cycle. On this basis efficient remedial actions to 
counter deterioration, damage, extreme loads and unintended use may be timely identified and 
implemented so that an appropriate level of safety for personnel and qualities of the environment 
may be secured and life-cycle costs minimized. 
In present practice it is implicitly assumed that SHM provides a benefit when implemented, either in 
terms of improved safety and serviceability, or reduced life-cycle costs, or both. However, this is 
not always the case and this is an issue which needs to be carefully addressed to ensure safe and 
efficient life-cycle management of structures in the future. Inappropriate SHM strategies may at 
best lead to economical losses and at worst easily trigger unnecessary or inappropriate remedial 
activities, which may jeopardize the safety of the structures or cause unnecessary disruption of the 
functionalities they provide. 
For structures forming parts of infrastructure and building systems, past experience can be very 
valuable and it has been often utilized, with some success, as a basis for identifying efficient 
strategies for their performance management. However, there are two important drawbacks 
associated with experience based strategies in this context, namely that (i) many structures include 
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innovations (e.g., new materials, technologies) or unique so that there is little or no relevant 
experience to take basis on and (ii) an experience basis does not lend itself to a framework that 
enables new monitoring technologies to be qualified with respect to their performance prior to their 
implementation. This calls for the formulation and utilization of a robust theoretical framework and 
corresponding consistent analytical approaches for both the assessment and the optimisation of 
SHM strategies. 
Thus, the present paper aims to identify a theoretical framework for the quantification of the value 
of SHM. Starting point is taken in a presentation of the problem of structural integrity management 
from an information theoretical viewpoint. This perspective is then set in relation to the utilization of 
Bayesian decision theory and methods of structural reliability theory as basis for decision making 
with respect to integrity management of structures. Thereafter, an account of previous applications 
of VoI analysis more directly related to the field of civil engineering is provided and more recent 
developments directly related to structural health monitoring are summarized. Finally, the core 
theoretical elements of VoI analysis in the context of SHM are presented and discussed, 
challenges associated with the successful utilization of VoI in this context are summarized and 
potential strategies for overcoming them are outlined.  
 

3 Structural integrity management and SHM 

3.1 Structural integrity management as an information management problem 

Following the Joint Committee on Structual Safety (JCSS) (2008) and the principles of ISO 2394 
(2015) decision making with respect to structural integrity management can be seen as a ógameô 
where moves (i.e., decisions) made by the player (i.e., decision maker) aim to optimize the utility 
(benefit) of the structural system in accordance to certain preferences. The main opponent in the 
game is nature but also individuals of the society which by lack of knowledge, by accident or by 
malevolence may cause damage to the system, for which the society will be accounted for. Figure 
1 illustrates risk informed decision making in a societal context from an intergenerational 
perspective. Within each generation decisions have to be made which will not only affect the 
concerned generation but all subsequent generations as well. It should be emphasized that the 
definition of the system must include, in principle, a full inventory of all potentially occurring 
consequences as well as all possible scenarios of events which could lead to the consequences.  
At an intra-generational level the constituents of the game include the knowledge about the system 
and the surrounding world, available decision alternatives with respect to possible physical 
interventions and criteria (preferences) for assessing the utility associated with the different 
decision alternatives. 
Knowing the rules (constituents) of the game, i.e. the assets, the possible consequences and how 
all these factors interrelate with the world outside the assets and into the future is essential for 
winning the game. For this reason, in practice a very significant part of risk based decision making 
is concerned with the system identification/definition as well as the identification of acceptance 
criteria, possible consequences and their probabilities of occurrence.  Playing the game is done by 
ñbuyingò physical changes in the system or ñbuyingò knowledge about the system such that the 
utility (benefit) of the system may be optimized. 
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Figure 1: Illustration of the constituents of the ñgameò of structural integrity management (JCSS, 

2008).  

 
Knowledge about the considered decision context is the main factor for successful optimal decision 
making. In real world, a lack of knowledge (or uncertainty) is associated with a normal decision 
making situation and it is thus necessary to be able to represent and deal with this uncertainty in a 
consistent rational manner.  
From the foregoing it becomes apparent that integrity management, in essence, is a problem of 
managing information. In principle, the knowledge which is decisive for the management of the 
integrity of structures may be achieved by buying information in two ways, either indirectly through 
choises which affect the physics of the structural system or directly by sampling observations from 
the constituents. By choises affecting the physics reference is made to choises concerning e.g. 
materials and cross sections; choosing a particular construction material implies knowledge 
through experience with respect to the performance characteristics of the material. By sampling, 
reference is made to tests, inspections and monitoring. A particular choise with respect to sampling 
concerns which performance characteristics are sampled as well as the procedures and 
techniques applied for the sampling, which in turn are decisive for the precision associated with the 
aquired knowledge. Whatever choices are made with respect to acquiring knowledge about the 
constituents they serve in principle one purpose only, namely to win the game, i.e., to optimize the 
structural integrity management.  
The possibilities for making choises affecting the available knowledge about the performance of a 
system involving structures may be realized through an appropriate systems representation as 
proposed in JCSS(2008), see also Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Illustration of a systems representation which points to the various possibilities of improving 

knowledge about the system of interest (JCSS, 2008).  
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The main issue in the representation of systems is to facilitate and enhance the identification of 
scenarios of events which start with exposures such as loads and attacks by chemical substances, 
continue be induced damages and failures and end up by consequences. The exposure of the 
system illustrated in Figure 2 is represented as different exposure events acting on the constituents 
of the system. The damages of the system caused by failures of the constituents are considered to 
be associated with direct consequences. Direct consequences may comprise different attributes of 
the system such as monetary losses, loss of lives, damages to the qualities of the environment or 
just changed characteristics of the constituents. Direct consequences are thus defined as all 
consequences directly associated with damages or failures of the constituents of the system. 
Based on the combination of events of constituent failures and the corresponding consequences 
indirect consequences may occur. Indirect consequences could include e.g. the sum of monetary 
losses associated with physical changes of the system as a whole caused by combined effect of 
the constituent failures. Indirect consequences may thus be defined as any consequences 
associated with the loss of the functionalities of the system and by any specific characteristic of the 
joint state of the constituents and the direct consequences themselves. The indirect consequences 
play a major role in the systems risk assessment, and special attention should be given to their 
modeling. It should be noted that any constituent in a system can be modeled as a system itself. 
A large number of propositions exist for the characterization of knowledge or equivalently 
uncertainty. It has become standard to differentiate between uncertainties due to inherent natural 
variability, model uncertainties and statistical uncertainties. Whereas the first mentioned type of 
uncertainty is often denoted as aleatory (or Type 1) uncertainty, the two latter are referred to as 
epistemic (or Type 2) uncertainties. However this differentiation is introduced for the purpose of 
setting focus on how uncertainty may be reduced rather than calling for a differentiated treatment 
in the decision analysis. In reality the differentiation into aleatory uncertainties and epistemic 
uncertainties depends on the model definition of a system under consideration.  
The relative contribution of the two components of uncertainty depends on the spatial and temporal 
scale applied in the model. For the purpose of decision support the differentiation is irrelevant; a 
formal decision analysis necessitates that all uncertainties are considered and treated in the same 
manner. 
More than a half century ago the foresighted work of Freudenthal (1947) pointed to the need of 
establishing a rationale for the integrity management of structures by consistently accounting for 
the knowledge available about the structure performance. This was the initiation point of what is 
now known as modern structural reliability theory. A fundamental feature of this theory is that 
uncertainties associated with the available knowledge are represented and treated in a way 
consistent with probability theory. In particular Bayesian probability theory has proven its merits in 
this context as it allows for a seamless and consistent combination of subjective experience-based 
knowledge with frequentistic information acquired through sampling.      

3.2 Structural health monitoring in structural integrity management 

SHM activities may be understood as the portfolio of possible ways by which information of 
relevance for the management of structural performance can be acquired. It is useful, however, to 
categorize the different decision support contexts to which the information contributes. The 
following list shall be seen as an attempt to summarize engineering decision making contexts in 
which SHM has a potential to provide value as a means of reducing costs or/and saving human 
lives: 

1. Prototype development. 
2. Code making and code calibration for the design and assessment of structures. 
3. Devising warning measures to allow for loss reduction in situations where structures or 

systems involving structures perform unreliably due to accumulated damage or extreme 
load events. 

4. Optimization of inspection and maintenance strategies. 
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Regarding 1): SHM of new structural concepts facilitates the concept optimization with respect to 
their life-cycle benefits before the initiation of their larger production. By instrumentation and 
subsequent monitoring and analysis of monitoring results it is possible to gather knowledge on 
important (model) uncertainties associated with the response and performance of the prototype. 
Such information may be utilized for the purpose of optimizing design decisions which in turn can 
be related to the life cycle. 
 
Regarding 2): Systematic and strategically undertaken monitoring of structures may indicate that 
the design basis for the considered category/type of structure needs to be modified or adapted in 
accordance with the information collected. The monitoring could e.g. focus on information 
concerning the model uncertainties associated with codified design equations, reflecting 
uncertainty in relevant load-response transfer functions. The value of monitoring in this application 
may be realized through an improved design rationale facilitating the minimization of materials and 
costs and the control of risk, safety and reliability at adequately acceptable and affordable levels. 
 
Regarding 3): Monitoring may facilitate the detection of possible adverse performances or 
damages of structures in operation, which then may be utilized as trigger for remediate actions. 
Adverse performances could be related to damages from extreme load effects, accumulated 
damages or other changes of the assumptions underlying the design of the structure. For example, 
information obtained by monitoring could be related to changes in stiffness properties monitored in 
terms of dynamic and/or static responses. In this application the value of monitoring is related to 
the loss reduction due to shutting down the function or reducing load on the structure, before 
human lives, environment and the structure are lost and/or damaged further. 
 
Regarding 4): Collection of information concerning the performance of a structure may facilitate 
improved decision basis for optimizing inspection and maintenance activities.  As for 1) monitoring 
may provide information of relevance for improving the understanding of the performance and 
response of the structure and this improved understanding may in turn be utilized during the life of 
the structure to adapt inspection and maintenance activities accordingly.  
 
Disregarding the specific context of SHM the fundamental logic is the following: 

¶ Monitoring may provide information concerning variables which have a significant influence 
on the service life performance of a structure.  

¶ The information can be collected at a cost and with a given precision which depends on the 
technique and thereby also depends on the costs.  

¶ The information collected through monitoring facilitates decisions regarding adaptive 
actions that are to be taken to reduce life cycle costs or increase life cycle benefits.  

¶ Of course, if the collected information is incorrect and/or biased the actions will not be 
optimal and may even increase the service life costs.  

¶ When assessing the benefit or value of different monitoring schemes and corresponding 
optimal strategies for adaptive actions the only basis for modeling of the not yet collected 
information is the a priori available data and models concerning the variables of interest. 
The benefit of SHM cannot be assessed through one or a few anticipated monitoring 
results. 

The latter bullet point directs the attention towards the search for a formal framework to quantify 
the VoI before it has been actually acquired.  
 

4 On the theoretical basis for quantification of the value of new information 

4.1 The pre-posterior analysis and the VoI analysis based on Bayesian decision analysis 

As recognized in the field of civil engineering half a century ago (Benjamin and Cornell 1970), a 
framework for the consistent quantification of the value of new knowledge, before it has become 
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available, can be based on the pre-posterior Bayesian decision analysis as described in Raiffa and 
Schlaifer (1961). Since then, especially in the context of inspection and maintenance planning of 
offshore facilities, see e.g. Straub (2004) for an overview, but also in the context of experiment 
planning, see e.g. Sorensen and Faber (2000), the pre-posterior decision analysis has been 
applied extensively as a means of supporting decisions on how collection of new knowledge may 
facilitate the optimization of structural integrity management. In the last decade the term Value of 
Information analysis (VoI) which is a property directly related to pre-posterior analysis, has been 
introduced explicitly in civil engineering and is now applied more frequently when pre-posterior 
decision analysis are utilized as a means of quantifying the benefit of acquiring new knowledge in a 
given decision support context, see e.g. Bayraktarli (2009) and Straub (2004). In the context of 
SHM VoI is utilized in among others by Pozzi and Kiureghian (2011), Zonta et al. (2013), Straub 
(2014), Thoens and Faber (2013), Konakli and Faber (2014) and Roldsgaard et al. (2015). A short 
appraisal of these works is given in Chapter 4.     
 
Following closely Roldsgaard et al (2015) the idea underlying the concept of pre-posterior analysis 
and value of information analysis (VoI), might be illustrated by considering the simple decision 
event tree illustrated in Figure 3.  In Figure 3 it is assumed that the true state of nature X  is 

random with possible outcomes {}xÍ X and given a-priori probability assignment ( )Xf x¡ . Moreover, 

it is assumed that actions {}aÍ A may be taken which affect the probability assignment of the 

possible states of the true state of nature, why more generally this may be given as  ( , )Xf x a¡ .  Two 

cases are considered, namely the case in which it is decided to collect information and the case 
where it is decided not to collect information, corresponding to the branches 1 and 0 in the left end 
of the figure, respectively. Considering first the part of the decision event tree corresponding to 
decision 0, i.e. not to collect information, the optimal decision with respect to the choice of a  may 

be identified by maximizing the expected value of the benefit 
0( , )b x a , i.e.: 

 

[ ]0 0argmax( ( , ) ) argmax( ( ) ( , ) )X X
a a

E b a x f x b a x dx

¤

-¤

¡ ¡= ñ         (1) 

 
with corresponding expected value of benefit: 
 

* *

0 0( ) ( , )XB a E b a Xè ø¡= ê ú           (2) 

 
 

 
 

Figure 3: Illustration of a decision event tree for the assessment of the value of information in 
the framework of Bayesian pre-posterior decision analysis, Roldsgaard et al. (2015). 
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For the upper branch in Figure 3, corresponding to decision alternative 1 one additional choice and 
one additional realization of an uncertain phenomenon are included in comparison to the lower 
branch. The choice concerns the characteristics of the monitoring, i.e. the performance 
characteristics to be monitored, the accuracy of the applied technique(s), the extent (number of 
monitored locations) and the resolution of the monitoring over time. The realization concerns the 
outcome of the monitoring.  In the following, for the purpose of illustration we will refer to these as 

the experiment {}eÍ E and the experiment outcome {}zÍ Z , respectively and assume that z is an 

outcome of a scalar valued random variable Z  with probability density function ( )Zf z . The outcome 

of the experiment z  may be related to the probability assignment of the random true state of 
nature X  by application of Bayes rule: 
 

( ) ( )
( )

( ) ( )

X

X

X

L x z f x
f x z

L x z f x dx

¤

-¤

¡
¡¡ =

¡ñ

          (3) 

 

where ( )L x z is the likelihood of the true state of nature x  given the observation z  . This likelihood 

is the link between the observation and the condition of the structure which may affect the benefit 
and depends on two aspects, namely whether the observed quantity has a strong relation to the 
true state of nature of interest and whether the observation is precise (measurement uncertainty).  

Given the experiment outcome z the optimal action *

z
a is thus determined from: 

 

[ ]1 1argmax( ( , , ) ) argmax( ( ) ( , , ) )X X
a a

E b a X e f x b a x e dx

¤

-¤

¡¡ ¡¡= ñ        (4) 

 
with corresponding expected value of benefit: 
 

 * *

1 1( , ) ( , , )XB a e E b a X eè ø¡¡= ê ú          (5) 

where a benefit function 
1( ,X, )b a e has now been introduced which also depends on the choice of 

experiment e  since different experiments will introduce different costs.  

However, since the experiment outcome z is not known with certainty the expected value of 
conducting the experiment with subsequent optimization of actions a must be evaluated over the 

possible different realizations of z , i.e.: 
 

* *

1 1 1( ) ( , ) ( , , )Z Z XB e E B a e E E b a X eè øè ø è ø¡¡= =ê ú ê úê ú
        (6) 

 

and finally the optimal experiment *e may be determined from: 

 
* *

1 1

1 `

arg max( ( , ) ) arg max( ( , , ) )

arg max( arg max ( ) ( , , ) )

Z Z X
e e

Z X Z
e a

E B a e E E b a X e

E f x b a x e dx

¤

-¤

è øè ø è ø¡¡=ê ú ê úê ú

è ø
¡¡= é ù

ê ú
ñ

     (7) 

 
with corresponding expected value of benefit: 
 

* * *

1 1( ) ( , , )Z XB e E E b a X eè øè ø¡¡= ê úê ú
          (8) 
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The expected values of benefits for branch 0 and branch 1 in the decision event tree are thus given 
in Equation (2) and Equation (8) why the expected VoI associated with conducting an experiment 
can be quantified through: 
 

*

1 0( )VoI B e B= -             (9) 

 
The foregoing presentation of the VoI analysis follows the extensive form of the Bayesian pre-
posterior decision analysis which is rather convenient whenever it is possible to formulate the 
likelihood of the true state of nature in terms of the observations using Bayesôs Rule as provided in 
Equation (3). In other cases this might not be straight forwardly achieved and in such cases the 
normal form pre-posterior decision analysis might be more applicable.  In the normal form of the 
pre-posterior decision analysis the equivalent to Equation (8) yields: 
 

* *

1 1( ) ( , ( ), , )X Z x
B e E E b Z d Z X e*è øè ø= ê úê ú

                   (10) 

 
where (Z)d* is a decision rule specifying the (optimal) action to take given the experiment outcome 

z  . The decision rule is often formulated in terms of parameters which may be subject to 
optimization themselves. The normal form formulation is very adequate in the context of risk based 
or reliability based inspection and maintenance planning as demonstrated in e.g. Faber (1997). In 
the context of VoI for structural health monitoring a main purpose of the structural health 
monitoring is to facilitate adaptation of inspection and maintenance strategies during the service 
life of the structures. In such applications the assessment of the VoI of a structural health 
monitoring strategy might appropriately be formulated in the extensive form but in which the benefit 
function in Equation (8) is assessed through an optimization of the service life, inspection and 
maintenance strategy utilizing a normal form pre-posterior decision analysis; i.e. a normal form 
decision analysis within an extensive form decision analysis. 
 

5 Appraisal of selected previous works on VoI in structural health monitoring 

5.1 Contributions on VoI in structural health monitoring 

Pozzi and Kiureghian (2011) outline the framework for assessing the VoI, as applicable to the 
ranking of competitive measuring systems. The concept is derived and described, issues related to 
monitoring of civil structures are highlighted, the problem of non-linearity of the cost-to-utility 
mapping are addressed and an approximate Monte Carlo approach suitable for the implementation 
of time-consuming predictive models is introduced. The value of long term structural health 
monitoring information is calculated as the difference between the lowest expected loss and the 
expected loss in case an experiment is free. Given this definition, an experiment should be 
performed if the expected cost of the experiment is below the value of information assessed for the 
specific situation. 
Zonta et al. (2013) present a methodology for economic evaluation of the impact of monitoring on 
bridge management using the VoI. A generalized modelling framework is developed to facilitate the 
consideration of various damage scenarios and remedial actions for evaluating the life-cycle value 
of monitoring. Monitoring is here defined as any information about the structure including visual 
inspection, consultants, archive research, and any other investment producing. The methodology is 
partly applied to the simplified case of the Streicker Bridge. It is shown that three to four 
measurements provided by the monitoring system following a hazardous event can justify the 
implementation of monitoring and it is exemplified how the economic benefit of a monitoring 
system can be estimated for any detectable event, which requires damage assessment. 
Straub (2014) presents the modelling and computation framework of VoI for structural health 
monitoring systems based on structural reliability methods. It is described that the challenges for 
application of VoI regard the: 
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¶ probabilistic modelling of the monitoring and the monitored process,  

¶ assessment and modelling of actions triggered by the monitoring information and  

¶ computational efforts.  
The computational challenges are addressed with an approach which builds upon a Monte Carlo 
Importance Sampling Scheme defining the Importance Sampling densities as the most likely failure 
points assuming perfect (structural health monitoring) information (of the equality type). The 
sampling density of the monitoring outcome is evaluated by coupling to the structural performance 
model given the monitoring outcomes which further reduces the computational efforts. The 
framework and the algorithm are applied in an example considering the monitoring of a structure 
subject to fatigue deterioration validating the algorithm and quantifying the value of measurements 
in conjunction with perfect information. The example application showed that a simplified modelling 
of action alternatives may be sufficient which facilitates that the VoI analysis may provide useful 
insights even when there is a large complexity of the involved models. It is concluded that the 
Value of information (VoI) is a powerful theory to assess the usefulness of monitoring or any other 
means of obtaining information. 
The paper of Konakli and Faber (2014) describes an approach for pre-posterior analysis for 
support of decisions related to maintenance of structural systems given inspections or structural 
health monitoring. The Value of Information concept is applied for determining whether the 
experimental cost is justified by the expected benefit and for identifying the optimal among different 
possible experimental schemes for structural system models. Parameter studies are performed to 
investigate how the Value of Information is influenced by the uncertainty of the structural 
properties, the amount and quality of inspection and monitoring information and the dependencies 
between components of a system. As the main limitation of VoI analyses, the computational 
demand is identified. 
Roldsgaard et al. (2015) address the risk management of cable structures with respect to icing 
events, which may lead to safety issues related to human life, functional disruptions and the 
associated economic consequences. The paper focusses on quantifying the value of early warning 
of icing events based on probabilistic models, which relate environmental conditions to the events 
of icing in terms of occurrence, and the monitoring of environmental conditions and short-term 
forecasting. With the help of a Bayesian Probabilistic Network model, the ice occurrence probability 
is updated facilitating in conjunction with the consequence model for ice falls the quantification 
sensitivities of model parameters to structural and human risks. The cable-supported Øresund 
bridge subject to the risk of falling ice from the cables is investigated as an example and it is shown 
how the expected value of SHM and forecasting can be assessed. It is shown that the costs of 
bridge closure and of false alarms have a significant influence on the value of SHM. 
Thöns et al. (2015) address the quantification of the value of structural health monitoring (SHM) 
before its implementation for structural systems on the basis of its Value of Information (VoI). The 
value of SHM is calculated utilizing the Bayesian pre-posterior decision analysis modelling the 
structural life cycle performance, the integrity management and the structural risks. The relevance 
and precision of SHM information for the reduction of the structural system risks and the expected 
cost of the structural integrity management throughout the life cycle constitutes the value of SHM 
and is quantified with this framework. The approach is focused on fatigue deteriorating structural 
steel systems for which a continuous resistance deterioration formulation is introduced. In a case 
study, the value of SHM for load monitoring is calculated for a Daniels system subjected to fatigue 
deterioration. The influence of the structural system risks and the integrity management on the 
value of SHM is explicated and explained. The results are pointing to the importance of the 
consideration of the structural system risks for the quantification of the value of SHM due to high 
consequences usually associated to system failure. 
Qin et al. (2015) address the quantification of the value of SHM with a service life cost assessment 
and generic structural performance model in conjunction with the observation, i.e. monitoring, of 
deterioration increments. The structural performance is described with a generic deterioration 
model to be calibrated to the relevant structural deterioration mechanism, such as e.g. fatigue and 
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corrosion. The generic deterioration model allows for the incorporation of the monitoring of the 
damage increments and accounts for the precision of the data by considering the statistical 
uncertainties, i.e. the amount of monitoring data due to the monitoring period, and by considering 
the measurement uncertainty. The value of structural health monitoring is then quantified in the 
framework of the Bayesian pre-posterior decision theory as the difference between the expected 
service-life costs considering an optimal structural integrity management and the service life costs 
utilizing an optimal SHM system and structural integrity management. With an example the 
application of the approach is shown and the value of the monitoring period optimized SHM 
information is determined. 
 

5.2 Challenges for future consideration 

To summarize, it is observed that several formulations and studies concerning the quantification of 
the Value of SHM have been developed in the last half decade. Most of the considered 
formulations and applications address the problem types 3) and 4) from Chapter 2, i.e. SHM in the 
context of operation and maintenance of structures.  
In principle, it appears that the formulation of the decision problems through which the VoI can be 
determined is relatively straightforward but can be somewhat specific for specific contexts of 
applications. The prevailing formulation of the decision problem applied for the quantification of the 
value of SHM is the extensive form of the pre-posterior decision analysis whereas much earlier 
works relating to risk based optimization of inspections and maintenance strategies see e.g. Straub 
(2004) were based on the normal form of the pre-posterior decision analysis.  
As outlined in Straub (2014) the computational efforts associated with the VoI analysis is a real 
challenging issue. The decisionïevent trees which need to be analysed may easily become 
prohibitively large for numerical analysis. This was also the case in earlier developments relating to 
risk based inspection and maintenance planning leading to the development of a range of 
assumptions and approximations ï whereby the decision analysis supporting the identification of 
optimal strategies were shifted from formal to informal. Such approximations are doubtlessly also 
necessary when pre-posterior decision analysis and VoI assessments are undertaken in the 
broader context of SHM. For some problems Straub (2014) points to possible solutions in this 
respect. However, there is a need to better understand how to best represent the decision 
problems (extensive/normal form) and which approximations are more appropriate then. To this 
end a broader and also deeper assessment of available techniques utilized in sequential decision 
making problems such as specifically addressed under problems of type 2) (Chapter 4). The 
stochastic meshing techniques considered in Anders (2013) is one example where methodical 
developments from economic options analysis have found application in real time decision making 
in the context of risk management for engineered facilities subject to emerging hazards. 
 

6 Summary and conclusions 

The present paper introduces the problem of structural integrity management from an information 
theoretical viewpoint. This perspective is then set in relation to the utilization of Bayesian decision 
theory and methods of structural reliability theory as basis for decision making with respect to 
integrity management of structures. Taking basis in a simple illustration the core theoretical 
elements of Value of Information analysis in the context of Structural Health Monitoring are then 
presented. Following this an account of previous applications of VoI analysis in general as well as 
more directly related to the field of civil engineering is given and finally more recent developments 
directly related to value of information analysis in structural health monitoring are summarized.  
 
Structural health monitoring has over the last 2-3 decades been increasingly applied in the context 
of assets integrity management, i.e. for collecting information on loads and aggressive 
environments acting on structures, structural performances, deterioration processes and changes 
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in the use of structures. The pre-posterior analysis from the Bayesian decision theory and the 
associated value of information analysis (VoI) provides a formal and transparent theoretical basis 
for the quantification of the value of SHM prior to its implementation. Though VoI analyses are 
progressively being formulated and applied throughout the scientific community it was only very 
recently the concept of VoI analysis was fully appreciated in the field of SHM and there are still 
significant methodical and practical challenges to overcome before the potential benefits of this 
concept can be fully achieved.  
In principle it appears that the formulation of the decision problems through which the VoI can be 
determined is relatively straightforward but can be somewhat specific for specific contexts of 
applications. The prevailing formulation of the decision problem applied for the quantification of the 
value of SHM is the extensive form of the pre-posterior decision analysis whereas much earlier 
works relating to risk based optimization of inspections and maintenance strategies see e.g. Straub 
(2004) were based on the normal form of the pre-posterior decision analysis.  
It appears that the computational efforts associated with the VoI analysis is the real challenging 
issue. The decisionïevent trees which need to be analysed may easily become prohibitively large 
for numerical analysis and idealizations and approximations are deemed necessary. Some 
proposals for this are already available in the literature, however, there is a pressing need to better 
understand how to best represent the decision problems (extensive/normal form) and which 
approximations are more appropriate when. To this end a broader and also deeper assessment of 
available techniques utilized across different fields of science are needed. 
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Structural health monitoring, a tool for improving critical infrastructure 
resilience 

Dániel Honfi, SP Technical Research Institute of Sweden 
David Lange, SP Technical Research Institute of Sweden 
 

Objectives, abstract and conclusions 

Critical infrastructure (CI) needs to be able to provide a certain level of functionality before, during, 
and after a crisis, and should be able to return to this level of functionality as soon as possible 
following an incident. Structural Health Monitoring (SHM), among many others, is a key concept to 
enable quick and efficient response and restoration following a major incident. Nevertheless, SHM 
can significantly contribute to the resilience of CI during non-crisis times. A review of related 
concepts is given in the current paper.  
 

Technical information 

1 Introduction 

Critical Infrastructures are assets, systems or parts thereof, which are essential for the 
maintenance of vital societal functions, such as e.g. health, safety, security, economic or social 
well-being of people, and the disruption or destruction of which would have a significant impact as 
a result of the failure to maintain those functions (Council Directive, 2008). Examples of CI include 
critical components of transportation, energy distribution and communication networks, etc. Even 
single assets of CI usually represent complex systems, which consist of several components. A 
possible classification of these components after Catbas et al. (2006) is given here with some 
examples referring to a bridge as a part of a transportation network: 

¶ Natural components (e.g. river the bridge is crossing over, soil the bridge is built upon); 

¶ Engineered components (structure of a bridge, road and railway crossing the bridge, etc.); 

¶ Operational/organizational components (infrastructure operators and owners, law 
enforcement units, fire department, etc.). 

¶ Administrative components (e.g. local, regional, national or even international authorities 
and agencies); 

Due to their complexity, CIs may be exposed to several types of hazards resulting in unfavourable 
events with serious consequences; therefore, protection of CIs is extremely important for society to 
maintain a sustainable development. Further, CIs often are subject to interdependencies with other 
types of infrastructure, for example a bridge or tunnel might provide a transportation link for road 
and railway traffic and can also carry elements of telecommunications infrastructure and power 
distribution networks. 
 
Safety of assets cannot be ensured by all means, i.e. they cannot be fully protected against all 
incidents and accidents regardless the scale of the event. Therefore new policies and research 
initiatives shift the focus from protection towards resilience. Critical infrastructure resilience refers 
to the ability of CIs to mitigate hazards, contain the effects of disasters when they occur, and carry 
out recovery activities in ways that minimize disruption and mitigate the effect of future disasters. 
 
Structural health monitoring comprises strategies for identifying, locating and quantifying damage 
in infrastructure assets. This is usually done by comparing the current state of the system, based 
on current or recent sensor output, with previous (assumed undamaged) states, based on 
historical records of sensor output (Farrar and Worden, 2007). SHM has growing applications in 
the aerospace industry as well as civil infrastructure such as bridges and buildings including CI 
assets (Sohn et al., 2004). CIs often have to be functional during response and recovery after 
disasters (e.g. bridges, hospitals), therefore (Catbas et al., 2006): 



 
 
 
 

 
COST TU1402: Proceedings of the 1

st
 Workshop                                       18 

 
 

¶ Emergency teams and engineers should have access to time-sensitive data to determine 
the type and amount of damage to bridges. 

¶ Rapid evaluation methods for emergency response operations specifically for critical 
vehicles (fire trucks, ambulances, and evacuation buses) are needed. 

¶ Communication, coordination, and integration of information from different sources is 
needed to improve the capacity of first responders. 

It is obvious that information gained from SHM systems is extremely valuable for the above 
purposes, and can be used for safety, security and emergency management of CI assets and thus 
improve their resilience.  
 
To gain a better understanding about how different methods and measures, such as SHM among 
many others, contribute to CI resilience, a research project has been recently initiated to 
operationalise existing resilient concepts entitled: Improved risk evaluation and implementation of 
resilience concepts to critical infrastructure, IMPROVER (www.improverproject.eu). The project 
builds on the assumption that several mechanisms based on different resilience concepts 
contribute to the overall resilience of CI. Some relevant aspects related to CI downtime at large 
scale incidents have been investigated in the ongoing project: Modelling of dependencies and 
cascading effects for emergency management in crisis situations, CascEff (www.casceff.eu). 
 
The relationship between critical infrastructure resilience and the various resilience concepts may 
be described as follows. In an undamaged state the system is fully functional, possibly capable of 
delivering services above the minimum level expected of it, and in any event functioning at normal 
capacity. In the event of an incident, normal functionality is not available and the resilience 
concepts, applied by means of technological and organisational measures and tools, ópatchô the 
system to ensure that it is capable of providing the minimum function required of it and to return to 
the normal level of performance as soon as possible. In such an event the minimum level expected 
of the infrastructure may also readjust as society responds to the situation. These resilience 
concepts may overlap in the way in which they ensure resilience. In order to evaluate resilience, it 
is therefore necessary not only to evaluate the overall resilience of infrastructure to threats but also 
to evaluate the performance and impact of the individual resilience concepts. In the light of this 
idea SHM could be seen as one of the concepts contributing to CI resilience. 
 
Based on an improved understanding of the impact and functionality of the individual resilience 
concepts it is even possible that the overall resilience of a system could be streamlined by 
removing any overlaps or redundancies in resilience concepts whilst providing the same overall 
level of resilience. More insight about the above mentioned issues will be presented in the current 
paper. 
 

2 Resilience concepts 

2.1 General concept 

Resilience refers to the ability of a system, community or society exposed to hazards to resist, 
absorb, accommodate and recover from the effects of a hazard in a timely and efficient manner, 
including through the preservation and restoration of essential basic structures and functions.. 
According to Holling (1996) resilience of a system has usually been defined in two very different 
ways. These differences reflect two fundamentally different types of resilience. Engineering 
resilience focuses on stability of an equilibrium state. In this case therefore, resilience refers to the 
ability of the system to resist disturbances and quickly return to the equilibrium state. In contrast, 
ecological resilience emphasizes conditions far from equilibrium, where large disturbances can flip 
the system to another equilibrium state. Resilience then is defined as the magnitude of disturbance 
that can be absorbed before the system changes state. The first definition, engineering resilience, 
could be characterized by efficiency, constancy and predictability aiming at a controlled, fail-safe 
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design and optimized performance. On the other hand, ecological resilience is described by 
persistence, change and unpredictability. These attributes are necessary for the adaptation and 
survival in a dynamically changing environment.  
 
It should be noted that the contrasting aspects of engineering and ecological resilience require 
different management actions. Focusing on optimizing a system for a single objective function or a 
set of known objective functions might increase the vulnerability of the system to unforeseen 
events and lead to catastrophic failures. On the other hand, without effective use of materials, 
advanced construction techniques and maintenance strategies, the current spans of bridges and 
height of skyscrapers could have never been achieved. In structural engineering, especially of CIs 
due to their complex nature and close relation to non-structural systems, an advised strategy might 
be to find a balance between the two concepts. 

2.2 CI resilience 

CI resilience concepts encompass four interrelated dimensions; technical, organizational, social, 
and economic (Tierney and Bruneau, 2007): 

¶ The technological dimension refers primarily to the physical properties of systems, including 
the ability to resist damage and loss of function and to fail in a safe way. The technical 
domain also includes the physical components that add redundancy. 

¶ Organizational resilience relates to the organizations and institutions that manage the 
physical components of the systems. This domain encompasses measures of 
organizational capacity, planning, training, leadership, experience, and information 
management that improve disaster-related organizational performance and problem 
solving. 

¶ The social dimension encompasses population and community characteristics that render 
social groups either more vulnerable or more adaptable to hazards and disasters. Social 
vulnerability indicators include poverty, low levels of education, linguistic isolation, and a 
lack of access to resources for protective action, such as evacuation. 

¶ Economic resilience refers to the capacity to reduce both direct and indirect economic 
losses resulting from disasters. 

 
Figure 1 shows how these four dimensions link to interconnected critical infrastructure systems and 
community (Bruneau et al., 2003). For each CI asset, technical and organizational performance 
measures can be defined that contribute to the ability of the physical system and the organization 
that manages it to withstand disasters and recover quickly from their impacts. However these 
performance measures are not common between the different systems or sectors and the different 
interrelated dimensions contribute in different ways to the overall resilience of the different 
systems, and the community which is reliant upon the infrastructure. Societal and economic 
resilience is strongly linked to the community, whereas organisational and technological resilience 
concepts are strongly related to the infrastructures themselves. These may broadly be seen to 
relate to the ability of society to adapt to the consequences of an event, and to how an event 
affects the performance of CI, respectively. 
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Figure 2: System and community performance measures (T: Technical; O: Organisational; S: Social; E: 
Economic) (Bruneau et al., 2003). 

 
Extensions of these dimensions exist, such as in the PEOPLES framework identifying seven 
dimensions of community/urban resilience, namely: Population and demographics, 
Environmental/ecosystem services, Organized governmental services, Physical infrastructure, 
Lifestyle and community competence, Economic development and Social-cultural capital 
(Renschler et al., 2010). 

2.3 Resilience triangle and attributes of resilience 

Bruneau et al. (2003) define the so called ñresilience triangleò which shows the loss of functionality 
from damage and disruption, as well as the pattern of restoration and recovery over time after a 
certain loss (see Figure 2). 
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Figure 3: The resilience triangle (Bruneau et al., 2003). 

 
Measures for improving resilience aim to reduce the size of the resilience triangle. This can be 
achieved through increasing functionality and performance and by decreasing the time to full 
recovery. The leads to the ñfour Rsò of resilience, namely: robustness, redundancy, 
resourcefulness and rapidity: 

¶ Robustness: the inherent ability of a system to withstand external demands without 
suffering degradation or loss of function, such as e.g. damage avoidance and continued 
service provision of a physical asset. 

¶ Redundancy: the extent to which the system could be replaced by alternative solutions 
under stress. Examples include backup/duplicate systems, equipment and supplies, for 
instance the proximity of assets providing the same function and their capacity to deal with 
the increased capacity. 
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¶ Resourcefulness: the capacity to identify problems, establish priorities and mobilize 
resources in emergency situations including diagnostic and damage detection technologies, 
availability of equipment and materials for restoration and repair. 

¶ Rapidity: the speed to meet priorities and achieve goals in order to reduce losses, 
overcome disruption and restore services. This could for example refer to optimization of 
the time to return to pre-event functional levels. 

 
The robustness and rapidity attributes can be directly associated to the resilience triangle by its 
vertical and horizontal axes. Robustness is associated with the drop of the 
functionality/performance function after the incident occurs, whereas rapidity could be quantified as 
the slope or duration of the recovery branch and is mainly characterised by the time needed for 
return to pre incident state. To visualise the resourcefulness a third axis might be used, whereas 
representation of redundancy requires a collection of functions as suggested by Bruneau and 
Reinhorn (2007). 
 
The main focus of the original reference triangle is resilience towards earthquakes, thus it is 
assumed that loss of functionality happens immediately, when the incidents occur. It is not 
considered that structures might have sufficient robustness to tolerate certain damage and lose 
their performance gradually. This assumption could be justified, given that the time between the 
incident and structural failure is usually negligible compared to the time of reconstruction.  
 
More generalized representations of the triangle are given e.g. in McDaniels et al. (2008) including 
effects the changing nature of external environment and effects of decision making on resilience, 
i.e. influence of ex ante mitigation and ex post adaptation. Another extension of the model is the 
RISE framework (Resilient Infrastructures and Structures against Emergencies) including 
deterioration of structures i.e. the assumption that at the time of the incident the structural 
performance is already reduced as a result of normal wear and tear (Ortenzi et al., 2013).   
 
More sophisticated methods enable a probabilistic assessment of resilience due to earthquakes 
(Cimellaro et al., 2010) and in a multi-hazard environment (Ayyub, 2014). The latter framework is 
adapted in this paper and presented in Figure 3, which provides a schematic representation of a 
system performance Q, including effects of deterioration. An incident occurs with a rate ɚ according 
to a Poisson process. The figure illustrates three different system failure characteristics: sudden 
drop of performance after incident occurs, f1, gradual loss of functionality f2, and slow initial failure 
propagation followed by sudden system collapse f3.  Furthermore three recovery options are 
presented: recovery to better than new r1, recovery to as good as new r2, and recovery to as good 
as old r3. The figure also shows the original performance path and the paths after the various 
recovery options. The different scenarios represent various rates of change in system performance 
and have an obvious effect on the ñresilience triangleò. In the referred paper a measure of 
resilience is calculated using the time to incident Ti, the time to failure Tf, the time to recovery Tr , 
the failure function f, the recovery function r and the performance function Q treated as random 
variables. The proposed method is useful for the analysis of the effects of SHM on resilience as will 
be shown in Section 3.     
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Figure 4: Definitions of resilience metrics (Ayyub, 2014). 

2.4 Resilience vs structural robustness 

CI resilience is usually considered in a wider context than the design of the physical asset itself. 
Therefore it is essential to link existing methods of structural reliability with resilience. An attempt 
for this linking is illustrated in Figure 4. Based on (Starossek and Haberland, 2010) a probabilistic 
representation of vulnerability and robustness of single assets is possible, where vulnerability and 
robustness are linked to conditional probabilities of damage given exposure P(D|E) and failure 
given damage P(F|D). This representation is consistent with the risk-based approach proposed by 
Baker et al. (2008) and accepted by JCSS (2008). 
 
Robustness is sometimes defined as the attitude of a system to survive to a given set of exposures 
(Sørensen, 2010). Thus robustness is a property of the structural system, which depends on both 
local and global characteristics and is associated with the probability-product P(F|D)·P(D|E). 
Hence this definition of robustness considers vulnerability as a part of robustness and more 
consistent with the 4Rs of resilience described previously.  
 
Consequences related to damage D, and linked with vulnerability are called direct consequences, 
whereas consequences related to asset failure F, i.e. linked to robustness are considered as 
indirect consequences. To be able to assess consequences beyond the failure of the single asset 
the probability of such consequences, i.e. the probability of cascading effects P(C) is calculated 
based on the conditional probability P(C|F). This might be affected by the redundancy of the asset, 
i.e. the availability of possible alternative solutions considering the community/urban context. 
Furthermore this is influenced by the (physical and functional) interdependencies between the 
different assets.  
 
The conditional probabilities influenced by the physical characteristics at three different levels, i.e. 
components of the asset, the asset seen as system of components and system of assets in the 
urban context,  referring to vulnerability, robustness and redundancy respectively are related to the 
technological (T) resilience dimension of resilience, as indicated with the blue color in Figure 5. 
These aspects are mainly reflected in the robustness and redundancy attributes of the 4R concept.   
As discussed in the previous sections resilience of single assets is closely related to the 
organizational dimension of resilience (O). The organizational counterparts of vulnerability, 
robustness and redundancy might be seen as recognition capacity, response capacity and 
recovery capacity. These properties usually contribute to the reduction of the associated 
consequences rather than the above mentioned conditional probabilities. Within the 4R concepts 
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these are expressed as resourcefulness and rapidity. The blue and orange triangles in Figure 4 
reflect the possibilities and effectiveness of current methods to influence the different properties. 
Traditional structural design is primarily focused on the limit state design of elements, therefore has 
a greater impact on influencing vulnerability, than robustness and very little impact on redundancy 
(as used in this context). Similarly, the main focus of emergency organizations is on how to 
respond and recover during and after an incident.  
 
Figure 4 also attempts to illustrate the time aspects of damage propagation, by placing the 
ñresilience triangleò above the conditional probability boxes from time to incident ti, through time to 
damage td and time to failure tf until time to recovery tr.  
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Figure 5: Linking of structural robustness and resilience 

 

3 SHM and resilience 

If SHM is not designed and implemented properly then resources might be wasted and the time to 
recovery might be prolonged causing unnecessary disruption to infrastructure network users or it 
might even trigger cascading effects impacting other vital societal functions through 
interdependencies. However, proper use of SHM can significantly contribute to the different 
dimensions of resilience through e.g.: 

¶ Developing condition-based maintenance strategies (robustness), 

¶ Provide information on alternative possibilities (redundancy),  

¶ Prioritizing maintenance and emergency actions for better use of resources 
(resourcefulness), 

¶ Alerting first responders in case of emergency (rapidity). 
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This could especially be achieved through the integration of SHM with other systems, such as 
(traffic) surveillance, security control systems, weather stations, asset management systems, 
decision support tools etc. However the integration of such systems is difficult due to various 
reasons e.g. (Catbas et al.): 

¶ Resilience of CI should be assessed for different types of hazards (natural and man-made 
disasters), which require different types of data; 

¶ To develop and maintain resilience, adaptable SHM is needed that can respond to 
changing requirements and possibilities, as well as opportunities; 

¶ Protection of the system itself and the data collected should be ensured; 

¶ Management of a large amount of data might be demanding; 

¶ Administrative issues might arise, due to the different organizations and/or authorities 
involved. 

 
An illustration of how the resilience triangle could be reduced utilizing SHM is illustrated in Figure 5 
and 6. Figure 5, inspired by Ayyub and Zhang (2014) shows how SHM system could generate an 
alarm signal if the strain exceeds the pre-specified limit state (e.g., yielding, fracture or buckling) 
and thus initiate a response action. This might include mobilizing resources for repair, evacuation 
or increasing capacity at alternative assets, therefore reducing the consequences of loss of 
functionality at damaged asset. A better emergency management, due to the utilisation of SHM 
alarm signal might increase the adaptive capacity of the system when the incident occurs, leading 
to an increased residual performance Qr2. Hence, either: a faster recovery could be achieved with 
the same resources used for recovery (option r2a), or the same recovery time could be obtained by 
utilising fewer resources (option r2b).   
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Figure 6: SHM contributing to adaptive resilience. 

 
Figure 6 illustrates a situation where two different maintenance strategies are applied 
characterised by repair threshold RT1 and RT2. A stricter threshold RT2 might lead to an inherent 
increase in robustness and thus resilience leading to a similar situation as before, but without 
utilising additional resources at emergency. 
 
The above examples illustrate that SHM is an important part of improving disaster resilience, thus 
this aspect should be considered when quantifying the value of structural health monitoring. This 
requires a better understanding of resilience concepts, which is a main objective of the IMPROVER 
project. 
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Figure 7: SHM contributing to inherent resilience. 

 

4 Conclusions 

The paper attempted to place structural health monitoring in the urban resilience concept and link it 
to the generally accepted concepts of structural reliability and risk assessment characterised by 
vulnerability and robustness. However, further studies and refinement of the presented ideas are 
needed for better quantification of the value of SHM. These steps will be carried out within a 
recently initiated European research project IMPROVER.  
Some of the main conclusions of the paper could briefly be summarized as follows: 

¶ SHM should focus on monitoring the performance of structures in a way that the available 
resources could be optimized and recovery actions after deterioration or damage could be 
effectively and rapidly undertaken, i.e. to improve resilience taking into account all 4 
attributes (robustness, redundancy, resourcefulness and rapidity). 

¶ Integrated SHM systems should not consider resilience in isolation, but together with 
external services and assets. 

¶ SHM should be flexible for adaptation, thus adaptability should be incorporated in the 
quantification of the value of SHM. 

¶ Protection of the data and the SHM system should be ensured. Furthermore the robustness 
(or even resilience) of the SHM system should assessed. 
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Evaluating the value of structural heath monitoring with 
longitudinal performance indicators and hazard functions using 

Bayesian dynamic predictions 
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Objectives, abstract and conclusions 

The objective of this paper is to illustrate the evaluation of the value of Structural Health Monitoring 
(SHM) in the framework of pre-posterior analysis, elaborating the joint modeling of the time-varying 
structural performance and hazard function in inspection/repair planning and expected total life 
cycle cost calculation. The hazard function in the joint model is updated by the assumed monitoring 
outcome, which results in a change of inspection/repair plan and expected Total Life Cycle Cost 
(TLCC). The difference of expected TLCC is defined as the value of SHM which changes as 
decision parameter h(t)T related to the inspection time changes within the maximum acceptable 
value hmax.  

Technical information 

The joint modeling of the time-varying structural performance and hazard function is introduced in 
the framework of Bayesian decision making. This framework is taken as basis to update the 
inspection/repair planning, expected TLCC and correspondingly the value of SHM.  
 
Abstract: In this article, we present a framework for evaluating the value of structural heath 
monitoring (SHM) in order to optimize the SHM implementation and to estimate the 
inspection/repair investment. A joint model consisting of a time-varying structural Performance 
Indicator (PI) prediction and a hazard function is proposed. Structural condition data used to 
estimate and update predictions of PI can be obtained from monitoring and a Bayesian dynamic 
model is proposed to forecast structural performance. For the survival process the time-dependent 
PI values and their changing rates are incorporated in the hazard function, in which the risk of 
structural failure depends on both the current value of PI and the slope of its trajectory at time t. A 
Bayesian approach using the Markov-chain Monte Carlo method can be adopted for the parameter 
estimation. The advantageous feature of these predictions is that they are dynamically updated as 
extra monitoring data are collected, providing real time risk assessment using all recorded 
information. Furthermore, inspections, with a probability of detecting damage followed by a 
probability of repair action, are planned when the hazard function at time t crosses a threshold 
value. Subsequently, the problem of optimizing the strategy of monitoring and maintenance can be 
solved by minimizing the expected total cost during the expected service life of the structure. 
Finally, the Value of SHM (VoSHM) is obtained by calculating the difference between the expected 
Total Life Cycle Costs (TLCC) of the inspection/repair plans with and without SHM implemented.  

5 Introduction 

Civil engineering structures are subjected to time-dependent degradation processes which require 
considerations of a wide range of uncertainties. When it is required to forecast or make decisions 
under uncertainty and risk, gathering further information prior to making the decision is often 
crucial. Such information reduces the uncertainty and thus facilitates improved decision making. As 
Structural Health Monitoring (SHM) provides a way for collecting information and reducing 
uncertainty, it has received a lot of attention and is also widely implemented in practice. Since 
monitoring systems and inspection methods are due to costs limited in time, the decisions should 
be based on the evaluation of its benefit, which should be done prior to its installation. The general 
decision can be characterized by whether or not to apply SHM, which strategy to apply, and when 
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to apply it if itôs a short term monitoring strategy. Among these decisions, whether or not to apply 
SHM plays a fundamental role, based on which also decisions related to which kind of SHM and 
when to apply it can be investigated as well as their characteristics (e.g. precision, time intervals). 
The value of a certain SHM strategy is quantified by the value of information it provides, in 
monetary form. This can be calculated in the framework of decision theory introduced in Raiffa and 
Schlaifer (1961) as the difference between the expected life-cycle cost, or expected benefits, of 
performing SHM or not, as also presented by Faber and Thöns (2014). In order to calculate the 
expected TLCC, a threshold-based inspection/repair planning should be decided prior to further 
analysis of e.g. inspection times, repair rules and related costs. It requires a decision tree 
describing all possible events and the calculation of probabilities for each event. To do that, a joint 
modeling of the time-varying structural Performance Indicator (PI) and the hazard function is 
proposed first to calculate the failure rate (cf. infra). A threshold approach, as described in Straub 
and Faber (2006), is then adopted for planning the inspection time based on maximum failure rate 
and pre-posterior analysis for calculating the expected total life-cycle cost. The effect of SHM is 
accounted for by incorporating the monitoring outcome, including its uncertainty, to update the 
probability distribution of parameters related to the time-varying PIs, which in turn results in a 
change of inspection planning and expected total life-cycle cost. The VoSHM is then evaluated as 
the difference between the expected TLCC with and without SHM implemented. In the next parts, 
the process of this joint modeling and the parameter estimation methodology are first introduced. 
Then a framework for hazard based maintenance planning and determination of the VoSHM is 
elaborated.  

6 Joint model of longitudinal data and hazard function 

The joint modeling of longitudinal data, or in other words time sequent performance data, and the 
time to the occurrence of a particular event is an active area of research in statistics, mainly 
applied in medical related research, where two types of outcomes are recorded: (1) time sequent 
response measurements and (2) the time to an event of interest, such as time to death. These two 
types of outcomes are often analyzed using joint modeling of time sequent and time-to-event data, 
facilitating a prognostic tool for estimation and evaluation of risk rate for patients subjected to a 
certain disease, see Baghfalaki et al. (2014). Statistical methods for estimating and evaluating risk 
scores using reference data have been extensively studied in this field. It is clear that a similar 
procedure might be of interest for civil engineering structures. The joint modeling procedure and 
parameter estimation method are presented in the following section. Figure 1 shows an illustrative 
example of the joint modeling. 

6.1 Process for modeling the time dependent structural performance:  

The time dependent PIs can be expressed as: 
 

ώὸ άὸ  ὸ (1)צ

  

where ώὸ denotes the value of the time dependent observation outcome at any particular time 
point t, άὸ is the underlying structural state which is a function of t and random effects denoted 

by bi, and צὸ the error terms that are assumed independent of the random effects. We assume 
that צὸ Ḑ N(0, ů1

2) and Cov. צὸȟצὸᴂ = 0 for ὸ ὸᴂ. 

6.2 Survival process defining the hazard function:  

 

Ὤὸ ÌÉÍ
ᴼ

ὖὶὸ Ὕ ὸ ίȿὝ ὸ

ί

 

Ὤ ὸÅØÐάὸ ά ὸ   
(2) 

  

Where Ὤ ὸ is the baseline hazard function. This formulation postulates that the risk for a failure 
event at time t is associated with parameters Ŭ1 and Ŭ2 which quantify the strength of connection 
between the value of άὸ, its derivative over time ά ὸ and the failure rate for an event (failure 
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according to a limit state function) at the same time point. There are several association structures 
between άὸ and Ὤὸ for an event. For the functional forms one can refer to Rizopoulos et al. 
(2014). Here we formulate the joint model of the two process based on the assumption that the 
failure risk depends on both the current value of the άὸ and its changing rate ά ὸ, which is 
often the case for degrading structures. For purpose of illustration, see Figure 2. For a certain limit 

of PI, the curve with higher άὸ value and lower decreasing rate ά ὸ at time t leads to a lower 
failure rate h(t), as for PI1(t) (as indicated by the red curve in Figure 2). From comparing PI2(t) and 

PI3(t) with similar deceasing rate ά ὸ at time t, it is observed that higher άὸ leads to a lower 
risk of failure.  is a another regression coefficient. Under the assumption that the hazard of the 

failure event is mainly based on the value of άὸ and its decreasing rate ά ὸ,  can be 
predefined to a certain value.  
 
More specifically, for the survival process, we consider a parametric proportional hazard model 
with Weibull baseline hazard, as in equation (3). The use of the Weibull proportional hazard model 
has the advantage that it is the only one that is a hazard model proportional to the baseline hazard 
as well as an accelerated failure time model. This is suitable for modeling degrading structures, as 
the failure risk accelerates with time, especially in the end period of the service life.  
 

Ὤὸ ʎÔ ÅØÐάὸ ά ὸ   
 

(3) 

    

  
           (a)  

 
(b) 

Figure 1. Joint modeling for (a) time-dependent structural performance and (b) hazard function  

 
Details for the estimation of parameters in the two processes are provided in the Appendix. As 
soon as the evaluated value of the parameters are available, the failure rate h(t) at a time point and 
the failure probability during a period of time can be calculated and used for inspection time 
planning.  
 
Under the Bayesian specification of the joint model, we can derive estimations and predictions for 
the hazard rate for a subject based on the observed time-dependent structural performance 
outcomes. Although the model fitting process can require considerable calculation and simulation 
work, it is very efficient for use once the joint model is formulated. Moreover, the hazard value h(t) 
can be updated when new monitoring information is recorded for updating the performance 
indicator, thus proceeding in a time-dynamic manner.  
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Figure 2 Illustration of interaction of PI(t) and PIô(t) with hazard function 

 
One advantage of applying the joint modeling in civil engineering is that the functional form of the 
time-dependent feature of the structural performance, i.e. PI(t), is often available. Simulations of 
reference datasets can be performed by using a prior pdf assumption, which afterwards can be 
implemented into the joint modeling of the time-dependent performance and survival process. In 
this paper, the simulation based parameter estimation is not treated in detail and focus is given to 
the quantification of value of SHM, which is presented in the following part. 

7 Hazard based maintenance planning and value of SHM 

7.1 Value of SHM 

An event tree model of a structure (e.g. the beam of a bridge) with or without monitoring is 
presented in Figure 3. For the time being, it is assumed that the structure returns to its original 
state after repair. This assumption makes it convenient to calculate the probabilities of occurrence 
of each branch in the event tree; for details refer to section 3.2.  
 
As illustrated previously in Figure 1, the implementation of SHM can provide more information of 
the structure which would lead to a significant change of inspection/maintenance planning and as a 
result, the TLCC. Before making the decision of whether or not to implementing a certain SHM 
system, a prior estimation of the value of information that can be provided by the SHM is essential. 
Since the structural state and monitoring results are both uncertain, the decision problem can be 
described in terms of the following notations and events in a pre-posterior framework for Bayesian 
decision theory as developed in Raiffa and Schlaifer (1961): 
 
Ū: Time-dependent structural state with prior pdf ὪŪ—. Its time-dependent evolution is described 

by the joint model introduction in section 2;  
 
Z: The inspection outcome which has an influence on the probability of detection and repair;  
 
e: The inspection decision (i.e. inspection date, type of inspection, etc.). Inspection decision e 
varies according to the value of threshold h(t)T which is applied ;  
 
a: The maintenance action determined by the decision rule d and as a function of the inspection 
outcome Z and inspection decision e, i.e. a=d(e, z); 
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X: The monitoring result variable which leads to an updating of the probability distribution of Ū to 
ὪŪ —. We denote M0 for the case without taking SHM, and M1 for undertaking a certain monitoring 

strategy, as in the first node illustrated in Figure 3.  
 
Analysis is then carried out for determining the expected TLCC (cf. infra).  

 
 

Figure 3 Decision tree model for inspection/repair planning with and without monitoring 
 

For M0, the true structural state Ū is described by a prior probability density function ὪŪ— and the 

expected TLCC is:  

ὉŪὅ ὩȟὨȟ— ὅ ὩȟὨȟ—ὪŪ

 

Ū

—Ὠ— 
(4) 

For M1, the analysis is in principle identical, except that new monitoring information is available and 
taken into account. Based on the additional monitoring information, the prior pdf ὪŪ— is updated 

to the posterior ὪŪ — leading to a change of the inspection and repair decisions. The expected 

TLCC is thus: 

ὉŪὅ ὼȟὩȟὨȟ— ὅ ὼȟὩȟὨȟ—ὪŪ

 

Ū

—ȿὼὨ— 

 

(5) 

In addition, based on the prior pdf of Ū and the monitoring strategy M, the probability of occurrence 
of the possible monitoring outcomes can be evaluated as: 
 

ὪX
 ὼȿὓ ὉŪὪ ὼȿὓȟ—  (6) 

 
The monitoring data enable to determine the equivalent stress ranges, of course, 
accounting for the measurement uncertainties.The value of information obtained by one monitoring 
outcome X, denoted as Condition Value of Sample Information (CVSI), has therefore the value  
 

ὺὼ ὅὠὛὍὼ ὉŪὅ ὩȟὨȟ— ὉŪ ὅ ὼȟὩȟὨȟ—  (7) 

  

The expected value of this SHM strategies can, therefore, be determined by the Expected Value of 
Sample Information (EVSI) as 

ὉὠὛὍὉX
 ὅὠὛὍὼ ὺὼ

 

ὪX
 ὼὨὼ ὉŪὅ ὩȟὨȟ— ὉŪ ὅ ὼȟὩȟὨȟ—

  

ὪX
 ὼὨὼ 

(8) 

By assigning different pdfs for the monitoring result X, different monitoring strategies can be 
defined and the optimal decision on the monitoring strategy is the one with maximum value 

ÍÁØὉὠὛὍὼ.  
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In order to be able to evaluate the expected TLCC (see section 3.5), we need first to calculate the 
probabilities related to the decision tree based on a risk acceptance criterion hmax and decision 
rules.  

7.2 Probabilities related to the decision tree  

For a certain monitoring strategy (M0 or M1), calculation of the expected TLCC is needed based on 
the branches after the first node. This requires again pre-posterior analysis since the inspection 
results are also uncertain prior to being carried out. Hazard (failure rate) based inspection planning 
is applied in this contribution. The probability of occurrence of the branches after the first node in 
the decision tree is calculated based on the probabilities of detection of a certain deterioration state 
ὖ  and probabilities of taking repair action ὖ  given a detected deterioration state with no repair 

before t as in equation (9) and (10) in accordance with Frangopol et al. (1997), Kim et al. (2011) 
and Barone (2013) .  
  

ὖ ū
ὸ Ȣ
„Ȣ

 

 

(9) 

ὖ
ὸ


ὸ           

 

(10) 

in which ū = standard Gaussian cumulative distribution function. ὸ and   are damage 
intensity at time t and maximum acceptable damage intensity; ŭ0.5 and ů0.5 are parameters 
describing the quality of the inspection procedure, representing the damage intensity 

corresponding to a 50% probability of damage detection, and its standard deviation; ὶ is a model 
parameter reflecting the attitude of the decision maker towards a repair action. 
 
The branch of a failure event in the event tree requires the calculation of a failure probability ὴ ὸ 
during time t given no repair before t. It can be calculated as soon as the hazard function is 
determined.  

7.3 Risk acceptance criterion  

The risk acceptance criterion used in this contribution is denoted by hmax, the maximum acceptable 
annual failure rate. It is related to the failure consequences of a structure and can be obtained from 
the Probabilistic Model Code, JCSS (2002), where the target reliability index as a function of the 
consequence of failure and the risk reduction cost is defined. For existing structures of which the 
relative cost for increasing the safety is generally large, the acceptance criterion can be lowered as 

also suggested in JCSS (2002), i.e. Ўὴ ρπ
 
ώὶfor large consequences, Ўὴ υ

ρπ
 
ώὶ for moderate consequences and Ўὴ ρπ

 
ώὶ for minor consequences, where 

Ўὴ  is the maximum acceptable annual probability of failure, Straub (2004). Of course decision 

makers can decide to use other values than the latter ones. It can be noticed from the definition of 
the hazard function in section 2 that the value of hazard h(t) in this paper corresponds to the 
annual probability of failure Ўὴ . Similarly, the maximum acceptable hazard value hmax can be 

specified in accordance with Ўὴ .  

7.4 Decision rule 

As the probabilities of detecting a deterioration state and the corresponding repair are both function 
of the structural state which is a time dependent variable described by PI(t), the planning of 
inspection times will have a large influence on the probability of occurrences of each branch in the 
decision tree. The threshold approach introduced in Straub (2006) is thereby implemented in such 
a way that inspection is carried out in the year before the threshold of failure rate h(t)T is crossed. 
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The h(t)T is a decision parameter that can be changed as long as it remains lower than Ὤ . For 
decisions on repair, it requires the specification of the parameters used in equation (10) : 
  

 
 
 
Ὤὸ Ὤ  for inspection (11) 

  ȟὶ ὶ for repair 

    

In which  and ὶ are values assigned by the decision makers. The decision for repair needs a 
direct indication of unacceptable defect sizes for a specific spot, (e.g. max pit depth of a rebar or 
maximum allowable crack depth). After an inspection was carried out, the repair decision is made 
based on the inpection result, detected structural states and repair attitude of the decision maker.  

7.5 Expected TLCC 

The expect TLCC for an inspection plan is calculated based on the occurrence of each branch in 
the decision tree as well as the cost of the basic events, i.e. the expected cost of failure, 
inspection, repair and monitoring if undertaken. The expected cost for each branch is calculated as 
the sum of all the events that happened in the branch. The expected TLCC for this inspection plan 
then takes weighted sums of the costs for all branches based on the occurrence probability of each 
branch introduced in section 3.2.  
 
Specifically, the expected TLCC of a structural component during its design service life tSL consists 
of the cost of failure, inspection, repair and monitoring (if undertaken): 
 

Ὁὅ ὩȟὨȟὸ Ὁὅ ὩȟὨȟὸ ὉὅὩȟὨȟὸ Ὁὅ ὩȟὨȟὸ Ὁὅ ὩȟὨȟὸ  
 

(12) 

Where Ὁὅ ὩȟὨȟὸ  is the expected TLCC, and Ὁὅ ὩȟὨȟὸ , Ὁὅ ὩȟὨȟὸ , Ὁὅ ὩȟὨȟὸ , 

Ὁὅ ὩȟὨȟὸ  are the expected cost of failure, inspection, repair and monitoring respectively, 
which can be calculated in accordance with Straub (2004) and Faber and Thöns (2014). 
 
Ὁὅ ὩȟὨȟὸ  

ρ ὴ ὩȟὨȟὭ
ρ

ρ ὶ
ὬὩȟὨȟὸρ ὴ ὩȟὨȟὸ ρ ὅ ὴ ὩȟὨȟὸὉὅ ὩȟὨȟὸ ὸ  
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Ὁὅ ὩȟὨȟὸ ὅ ὅ  ρ ὴ ὩȟὨȟὸ Ͻὅ Ͻ
ρ

ρ ὶ
 

(16) 

Where ὸ  is the time for the nth planned inspection, ὶ is the discount rate. ὅȟὅ ȟὅȟ╒╜
ὅ ȟὅ ȟ ὅ  are the expected cost of failure, cost of inspection, cost of repair and cost of 

monitoring consisting of system investment ὅ , installation ὅ  and operation ὅ  respectively,  

Faber and Thöns (2014). For details, we refer to Straub (2004) and Thöns (2012).  
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It should be mentioned that with a different value of h(t)T, the planning of inspection times changes, 
leading to a change of the expect TLCC. Similarly, given a certain h(t)T, the expected TLCC can 
also be different for M0 and M1, since the planned inspection times are likely to be different in case 
the monitoring outcome leads to a different joint model. Therefore, the maximum VoSHM can be 
found by changing h(t)T, considering the risk acceptance criterion, to maximize the EVSI. The 
evaluation process is illustrated in the following flow chart in Figure 4: 
 

h(t)
T
=hi 

start

Repair Critera hmax CR,CI,Cm,CF

i=0,h0=ȹh 

Monitoring

y(t) h(t)

pF(tinsp),h(tinsp), pR(tinsp)  tnInsp

Eô[CT(TSL)]= E[CF(TSL)]+E[CI(TSL)]+E[CR(TSL)]or

Eôô[CT(TSL)]= E[CF(TSL)]+E[CI(TSL)]+E[CR(TSL)+E[CM(TSL)]

 Update prior f( )̒ with monitoring 

outcome X~f(x) to posterior fôô( )̒
Prior ɸ ~ fô( )̒

fô( )̒ or fôô ( )̒

EVSI=Eô[CT(TSL)]- Eôô[CT(TSL)] 

hi=hi+ȹh

VoSHM in function of h(t)
T

h(t)T<hmax
yes

no

No
Yes

 
 

Figure 4. Flow chart for evaluating the value of SHM 

 

8 Conclusive remarks 

The paper proposes a framework for evaluating the VoSHM based on pre-posterior analysis 
incorporating Bayesian decision theory. A joint modeling of a time dependent structural 
performance function and a hazard function is first introduced and the derived hazard function is 
used as a tool for determining optimal inspection/repair plans for deteriorating structures. 
Consequently, also the expected TLCC is calculated. The effects of uncertainties related to the 
quality of monitoring outcomes are considered and incorporated in the joint model which leads to 
an updated the inspection/repair planning and expected TLCC. The difference between the prior 
and posterior expected TLCC is defined as the VoSHM and its dependency on the failure rate 
threshold is explained. Further research on the parameters estimation of joint modeling and 
identification of an optimal SHM strategy among others are needed. 
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11 Appendix  

For the joint model, we assume a reference dataset consisting of N samples each with its 
performance trajectory and time-to-event information available. The time-to-event (or time to 
failure) is defined by the structural performance crossing a limit value. Let Ti denote the observed 
lifetime for the ith individual, i =1, 2, ..., N, which is taken as the minimum of the true failure time 
4ᶻand the censoring time Ci (e.g. didnôt fail up to the time when the experiment ends), that is, Ti 

=min(4ᶻ, Ci). We define a censoring indicator, ŭi = I(4ᶻÒ Ci), which takes the value 1 when 4ᶻ Ò Ci, 
and 0 otherwise. Therefore, the time to failure dataset consists of the pairs {(Ti, ŭi), i = 1, 2, ..., N}. 
Furthermore, we let yi denotes the time dependent PI data for the ith subject, with element yil 
denoting the value of the PI outcome observed at time point til, l = 1, . . . , ni.  
 
One way to estimate the joint modelôs parameters is based on the Markov Chain Monte Carlo 
algorithm (MCMC). The likelihood of the model is derived under the assumption that the vector of 
time-independent random effects b, included in m(t) accounts for all interdependencies between 
the observed outcomes. That is, given the random effects, the longitudinal and survival process 
are assumed independent, and in addition, the longitudinal responses of each subject are 
assumed independent. Formally we have:  
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ὴώȟὝȟȿὦ ȟ— ὴώȿὦȟ—ὴὝȟȿὦ ȟ— 

 
A(1) 

ὴώȿὦȟ— ὴώȿὦȟ— A(2) 

In which the parameters included in the two processes of the joint model is denoted by ɗ =[ Ŭ1, Ŭ2, 
Ŭ3, ů1, ů2, D), where D is the parameter characterizing the random effects b. Thus, the likelihood 
contribution for the ith subject conditional on the parameters and random effects takes the form: 
 
ὴώȟὝȟȿὦ ȟ—  

ὴώ ὦȠ—  ὴὝȟȿὦ Ƞ—  ὴὦȠ—  

ᶿ

ụ
Ụ
Ụ
Ụ
Ụ
ợ„ ÅØÐ ώ ά ὰ Ⱦς„ ʎÔ ÅØÐά Ὕ ά Ὕ 

ÅØÐ ʎÔ ÅØÐά ί ά ί  Ὠί

ὴὦȠ— Ứ
ủ
ủ
ủ
ủ
Ủ

 

 
 
 
 
 

A(3) 

 
The parameter vector ɗ is divided into 3 parts, where — denotes the parameters for the failure time 
outcome, — the parameters for the longitudinal outcomes, and — the unique parameters of the 

variance of the random effects, and p(·) denotes an appropriate probability density function, which 

is a normal distribution for ὴώ ὦȠ— , and for ὴὝȟȿὦȠ—  derived from the hazard function.  

 
Therefore, the likelihood function for the complete data Da=(y, T, ♯) is given by: 
 

ὒ╓╪ȿ— ὴώȟὝȟȿὦȟ—  
A(4) 

 
Bayesian specification of the model needs to consider prior distributions for all the unknown 
parameters ɗ. In the situation where no prior information is available, non-informative prior 
distributions for the parameters should be adopted. Assuming elements of the parameter vector to 
be independent, we can take some traditional prior distributions. In particular, for the regression 
parameters of the survival model Ŭ1, Ŭ2 and Ŭ3 we use independent univariate normal priors. For 
ů1, ů2 and D we take inverse-Gamma priors. In general, we denote the prior distribution of the 
parameters as “—. 
 
Based on the prior distribution and likelihood function, the joint posterior density of parameters ɗ, 

“ —, is given by combining A(4) and “—:  

“ —ᶿ ὒ╓╪ȿ—“— ὴώȟὝȟȿὦ ȟ— “— 
A(5) 

MCMC methods such as the Gibbs sampler and MetropolisïHastings algorithm can be used to 
draw samples, from which characteristics of the marginal posterior distribution of interest can be 
inferred. As a result of the simulation, the parameters of ɗ are estimated and the hazard function is 
determined.  
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Damage and resistance correlation influence on the value of Structural Health 
Monitoring 

Sebastian Thöns, Dept. of Civil Engineering, Technical University of Denmark, Lyngby, Denmark 
Michael H. Faber, Dept. of Civil Engineering, Technical University of Denmark, Lyngby, Denmark 
 

Objectives, abstract and conclusions 

This paper addresses the influence of deteriorating structural system characteristics on the value 
of structural health monitoring (SHM) information before implementation of the SHM strategy. The 
value of SHM is calculated utilizing the Bayesian pre-posterior decision analysis modelling the 
structural system life cycle performance, the integrity management, the structural risks and the 
SHM information. 

The quantification of the value of SHM as recently introduced involves a probabilistic 
representation of the loads and environmental conditions acting on structural systems as well as 
their responses and performances over their life-cycle. In addition, the structural integrity 
management is modelled comprising decision rules, probabilistic models of the quality of 
monitoring and the performance of possible remedial actions triggered by monitoring results. The 
consequences include in principle all consequences associated with the performance of the 
structure over its life-cycle as well as the costs associated with monitoring and possible remedial 
actions. Building upon these models, the value of SHM takes basis in the relevance and precision 
of SHM information for the reduction of the structural system risks and the expected costs of the 
structural integrity management throughout the life cycle.  

With the described approach, the value of SHM for structural systems subjected to fatigue 
deterioration is calculated. The structural system characteristics are modelled building upon 
Daniels systems and a coupled SN and fracture mechanics approach describing the deterioration 
state in conjunction with the structural resistance throughout the service life. The dependencies 
between the resistances and the deterioration states of the individual structural components are 
accounted for. The SHM strategies are modelled in the context of a pre-posterior decision analysis. 
The value of SHM is then quantified by calculating the difference of the service life benefits with 
SHM and without SHM for different levels of dependencies between the deterioration and the 
resistances of the individual components. The influence of the dependencies on the value of SHM 
is then analyzed and documented for ductile Daniels systems. 

The value of SHM increases for ductile systems and decreases for brittle systems with increasing 
resistance correlation caused by the dominance of system risks, the ductile and brittle system 
characteristics and the approximately constant uncertainty reduction due to load monitoring. A 
similar behaviour can be observed for the deterioration state correlation given the deterioration is 
relevant for the system reliability. 
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Technical information 

1 Introduction 

The value of Structural Health Monitoring (SHM) is influenced by structural system characteristics 
such e.g. as the number of components, the type of the structural system and the dependencies of 
performance of the system components. This paper focusses thus on the system modelling and 
the explication of the influence of dependencies of the component performance on the value of 
SHM building upon Thöns, Schneider et al. (2015) and the framework for the quantification of the 
Value of SHM (Section 2) and taking basis in mechanical justified Daniels system formulations. 
The structural system deterioration and integrity management models are described in Section 3 
containing a coupled ultimate performance model and a fatigue deterioration model formulation. 
The SHM information model including the influence on the structural system deterioration and 
integrity management model is formulated in Section 4. Section 5 summarizes the case study 
definition and describes the influence of the resistance dependencies and the deterioration state 
dependencies on the Value of SHM. The conclusions are documented in Section 5. 

2 Quantification of the value of SHM for structural systems 

The quantification of the value of SHM takes basis in the value of Information theory and the 
Bayesian pre-posterior decision theory as documented in Thöns, Schneider et al. (2015). The 
value of SHM can be calculated through the difference between the expected value of the life cycle 

benefits 1B  utilizing SHM and the expected value of the life cycle benefits 0B  without SHM (Equ. 

(1)). 

1 0V B B= -   (1) 

The expected value of the life cycle benefit 0B  depends on the structural performance subjected to 

the uncertainties Z  consisting of epistemic and aleatory uncertainties EZ  and AZ  respectively 

and the  decision rules d  for adaptive actions a  for the structural integrity management 

throughout the life cycle (Equ. (2)). 

( )( )0 E A E A E A
,

B max E E B , , , ,è øè ø= ê úê úZ Z
a d

d a Z Z Z Z   (2) 

Utilizing SHM, the expected value of the life cycle benefit 1B  depends additionally on the SHM 

strategies s which deliver the uncertain SHM information X . The decision rules and adaptive 

actions for the structural integrity management ( a  and d ) are now modified to account for the 

SHM information. Further, the uncertainties in regard to the life cycle performance may have 

changed due to the observations collected through SHM and are thus denoted as 
EZ  and 

AZ

(Equ.(3)). 

( )( )1 ,,
max max , , , , , , ,

E A E A
E A E AB E E E Bè øè øè ø=

ê úé ùé ùê úê ú
Z Z X Z Zs a d

d a X Z Z s X Z Z
  

(3) 

3 Structural system deterioration and integrity management model 

The performance of the structural system accounting for fatigue deterioration throughout the life 
cycle is modelled with the structural system deterioration model. The expected costs of the 
structural integrity management and the structural risks are calculated with the structural system 
integrity management model. 

3.1 Structural system deterioration model 

Efficient means of calculating the system performance are Daniels systems (Figure 1) as they have 
a clear mechanical justification Gollwitzer and Rackwitz (1990). 
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Figure 1: Daniels System 

 
The probability of failure of a ductile Daniels system can be calculated with the limit state function 

,FS Dg  as the sum (over n  components) of the deterioration and thus time dependent component 

resistances ()iR t  including the model uncertainties 
,R iM  minus the system loading S  multiplied 

with the loading model uncertainty SM (Equ. (4)).  

( ) (), ,

1

0 0
n

FS D R i i S

i

P g P M R t M S
=

å õ
¢ = - ¢æ ö

ç ÷
ä

        
(4) 

The probability of brittle system failure is defined with the limit state function 
,FS Bg . The system 

resistance is modelled with an ordered set of the component resistance including model 

uncertainties such that ,1 1 ,2 2 ,n
Ĕ Ĕ Ĕ Ĕ Ĕ Ĕ

R R R nM R M R M R¢ ¢ ¢  (Equ. (5)). 

( ) ( ) ()( ), ,

1

Ĕ Ĕ0 1 0
n

FS B R i i S

i

P g P n i M R t M S
=

¢ = - + - ¢Ô
      

(5) 

 
The fatigue deterioration is modelled with a fracture mechanics (FM) model which is calibrated to 

an SN fatigue model. The SN limit state function SN

ig  (Equ. (6)) for the component i , i.e. hot spot 

is formulated in dependency of fatigue capacity D, the annual number of stress cycles n, the 

stress ranges 
isD  and the SN curve constants m and K .  

m

iSN

i

E
g t

K

s
n

è øDê ú
=D- Ö   (6)  

The expected value of the stress ranges 
m

iE sè øDê ú (Equ. (7)) is calculated with the model 

uncertainty M , the cut-off stress range 0s  and the Weibull scale parameter l as well as the 

Weibull location parameter k. 

( ) 01
mm

i

sm
E Mk ;

k

l

s
l

å õå õ
è øD = G +æ öæ öê ú æ öç ÷ç ÷

          (7) 

The FM model is described with the limit state function 
FM

ig  (Equ. (8)) containing the critical crack 

depth i ,ca  and the crack depth distribution ()ia t  at time t  for the component i . 

()FM

i i ,c ig a a t= -   (8) 

The quantification of the crack size distribution ()ia t  facilitates a yearly discrete modelling of the 

deterioration state ()iD t . This deterioration state is modelled with the reduction initial component 

EI=¤Ð 
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resistance 
,0iR  in dependency of a resistance reduction factor Rr  multiplied with the crack size 

()ia t  to wall thickness 
id  ratio, see Equ. (9).  

() ()( )
()

,0 ,01 1
i

i i i i R

i

a t
R t R D t R r

d

å õ
= - = -æ ö

ç ÷
 (9) 

The crack depth at year t  conditional on the inspection outcomes can be calculated with the 

approach recently proposed by Straub and Papaioannou (2014). The algorithm can be interpreted 
as an enhancement of the classical rejection sampling algorithm for Bayesian updating which can 
be based on subset simulation (Au and Beck (2001)).  

3.2 Structural system integrity management model 

The structural system integrity management model builds upon the reliability based inspection and 
repair planning decision rule (see Faber, Engelund et al. (2000), Straub (2004) and Schneider, 
Thöns et al. (2013)) with the adaptive actions inspection and repair. Additionally, the risks due to 
component fatigue failure and system failure are calculated.  

The expected life cycle benefits 0B  are the sum of the expected costs (negative expected benefits) 

of the componential structural integrity management i,InspE Cè øê ú and i,RE Cè øê ú, the risk of component 

fatigue failure i,DR  and the risk for structural system failure 
SFR (Equ. (10)). The expected costs of 

the componential structural integrity management consist of the expected value of the costs of 

inspection i,InspE Cè øê ú and the expected value of the repair costs i,RE Cè øê ú. 

( )( ) ( )0

1

, ,
S

n

i,Insp i,R i,D F

i

B d E C E C R R
=

å õ
è ø è ø=- + + +æ öê ú ê ú

ç ÷
äa Z Z

     
(10)

 

4 Structural system deterioration and integrity management model with SHM 

SHM concerns the loading, the structural and/or the structural response as well as the 
consequence characteristics. These characteristics can be represented with analytical, empirical or 
semi-empirical models which are subjected to model uncertainties. The model uncertainties may 
be determined by means of measurements (see e.g. JCSS (2006)) which implies that SHM data 
contain information about the model uncertainties. In this way, yet unknown SHM data can be 
modeled pre-posteriorly in the context of the Bayesian decision theory. This means that the 
expected stress ranges for fatigue are calculated in dependency of realizations of the model 

uncertainties ĔM  (Equ. (11)) accounting for the SHM uncertainty U .  

( ) 01
m

i

smĔ ĔE | M MUk ;
k
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å õå õ
è øD = G +æ öæ öê ú æ öç ÷ç ÷

       (11) 

In the context of structural systems, the SHM system information can also be utilized for the 
calculation of system failure probability by utilizing the realizations of a vector of system model 

uncertainties ĔM  and accounting for the measurement uncertainty (Equ. (12)).  

( ) ( ),
Ĕ Ĕ| , |

FS

S UP F f u d du
W

=ñZ
M z M z  (12) 

The expected value of the life cycle benefit utilizing SHM 1B  is calculated with the expected value 

of the costs for the componential structural integrity management (see Equ. 12), the risk of 

component fatigue failure SHM

i,DR  and the risk of system failure 
S

SHM

FR  which are changing due to the 
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different probabilistic characteristics (see section 2.2) and the expected SHM costs ,i SHME Cè øê ú 

(Equ. (13)).  

( )( ) ( )1 ,
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n
SHM SHM SHM SHM
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i
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å õ
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ç ÷
äa X Z s X Z

  
(13) 

 

5 Case study 

5.1 Structural system deterioration 

A Daniels system consisting of 5n=  hot spots which are designed with fatigue design factors of 

2.0 (three hot spots) and 3.0 (two hot spots) is considered. The system loading S  is resisted by 

the components with the initial resistance 
0,iR  which is reduced due to the fatigue deterioration. 

The mean of the initial resistance is calibrated to the component structural reliability. The loading of 
the Daniels system and the resistance of the components are Log-Normal and Weibull distributed 
with a standard deviation of 0.1, see Table 1. The probabilistic models for the model uncertainties 

RM  and SM  are determined in accordance with JCSS (2006). 

 

Table 1: Probabilistic structural system model 

Var. Dim. Dist. Exp. value 
Std. 
dev. 

RM  - LN 1.0 0.05 

0,iR  - LN calibrated 0.1 

SM  - LN 1.0 0.1 

S  1/y WBL 3.5 0.1 

Rr  - Det. 0.6 - 

LN: Lognormal, WBL: Weibull 

 

The SN fatigue resistance  and the model uncertainties LM  (load calculation), Ms(nominal 

stress calculation), HSM (hot spot stress calculation) and 
QM  (weld quality) are modelled following 

Folsø, Otto et al. (2002), see Table 2. The location parameter k  of the long-term stress 

distribution is scaled so that the accumulated fatigue damage after t = FDF Ö tSL years equals one 
applying the characteristic value for K. 
 

Table 2: Probabilistic SN fatigue deterioration model 

Var. Dim. Dist. 
Exp. 
value 

Std. 
dev. 

D - LN 1.0 0.3 

lnK - N 28.995 0.572 

m  - Det. 3.0  

k MPa LN Dep. on 
FDF  

0.2xmk 

1 / l - Det. 1.2  

s0 MPa Det. 0.0  

n yr-1 Det. 3.0x106  

SLt  yr Det. 20.0  

LM   LN 0.89 0.27 

D
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Ms   LN 1.01 0.12 

HSM   LN 1.02 0.20 

QM   LN 1.02 0.20 

LN: Lognormal, N: Normal 
 

The FM model is based on a 2D-FM-model and a single slope Parisô law crack growth model, see 
BS 7910 (2005). For simplicity identical hot spots in terms of the wall thickness and the degree of 
bending are assumed (Table 3). The initial crack size is modelled exponentially distributed 
following Moan and Song (2000).  
 

Table 3: Probabilistic FM model 

Var. Dim. Dist. 
Exp. 
value 

Std. 
dev. 

d   mm Det. 16  

ca    Det. 16  

DoB    Det. 0.5  

aspectr    Det. 0.2  

0a    EX 0.11 0.11 

lnC  N and 
mm 

N Cal. 0.77 

SIFM    LN Cal. 0.1 

LN: Lognormal, N: Normal, EX: Exponential 

 
The expected values of the crack growth parameter and of the stress intensity factor model 
uncertainty are calibrated to the SN model. 
A correlation of the fatigue deterioration of 0.6 is assumed following on Moan (1994). Further, the 
component resistances including their model uncertainties are assumed to be correlated with 0.5. 

5.2 SHM strategy 

The SHM strategy consists of monitoring the system loading and of hot spot stresses, i.e. the hot 
spot loading. The probability of ductile and brittle structural system failure utilizing SHM is 

calculated with the realizations of the system loading model uncertainty Ĕ
SM  by: 

( ) (),

1

Ĕ0 0
n

SHM

FS D R i S L

i

P g P M R t M U S
=

å õ
¢ = - ¢æ ö

ç ÷
ä        (14) 
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n
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i

P g P n i M R t M U S
=

¢ = - + - ¢Ô      (15) 

 
The expected values of the stress ranges for the individual hot spots are modeled conditional on 
the realizations of the hot spot loading model uncertainties, i.e.: 

 ( ) 01
m

i L L HS Q L

smĔ ĔE | M M M M M U k ;
k

å õå õ
è øD = G +æ öæ öê ú æ öç ÷ç ÷

l

ss
l

     (16) 

In Equ. (14) to (16), the measurement uncertainty LU  is introduced to account for the uncertainties 

associated with the observations of the structural system and the hot spot loading. The 
probabilistic model builds upon the quantified measurement uncertainties in Thöns (2011), see 
Table 4. The costs of the considered 5 channels SHM system consisting of investment, installation 
and operation are chosen in accordance with Thöns, Faber et al. (2014).  
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Table 4: Probabilistic model and cost model for SHM 

Var. Dim. 
Dist

. 
Exp. value 

Std. 
dev. 

LU  - N 1.0 0.05 

,InviC  1 /channel Det. 1.33x10-4 - 

,InstiC  1 /channel Det. 1.33x10-4 - 

,OpiC  1/y Det. 2.00x10-4 - 

N: Normal 

5.3 Structural system integrity management model 

The structural system integrity management model takes basis in the reliability based inspection 
and repair planning at component, i.e. hot spot, level. The inspection plans for the individual hot 
spots are determined such that a given maximum threshold for the annual probability of component 

fatigue failure DpD  for each of the hot spots is maintained throughout the service life of 20 years. 

The inspection strategy is magnetic particle inspections (MPI) which are modelled with the 

parameters a and b following e.g. Straub (2004), see Equ. (17) and Table 5. 

()
()( )
()( )

exp ln

1 exp ln

ß
PoD a

ß

a a

a a

+
=
+ +

        (17) 

 
Table 5: Probabilistic inspection model 

Var. Dim. Dist. 
Exp. 
value 

Std. 
dev. 

 a  - Det. 0.63  

b  - Det. 1.16  

 
The cost model for the service life integrity management and the calculation of risks builds upon 
generic normalized values for the adaptive actions inspection and repair and the consequences in 
case of component, i.e. hot spot, fatigue failure and structural system failure (see Straub (2004) 
and Baker, Schubert et al. (2008)). The discounting rate is assumed to be equal to 0.05. 
 
Table 6: Cost model for the service life integrity management and the calculation of risks 

Var. Exp. value 

,i InspC  1.0x10-3 

,i RC  1.0x10-2 

,DiC  1.0 

SFC  100 

r   0.05 

5.4 Value of load monitoring in dependency of the system characteristics 

The value of load monitoring (Equ. (1))  is calculated by quantifying the service life benefits 1B   

utilizing SHM (Equ. (13)) and 0B  without SHM (Equ. (10)). The structural integrity management is 

performed with four different probability of component fatigue failure thresholds DpD , namely 

1.0x10-2, 3.0x10-3, 1.0x10-3 and 3.0x10-4.  
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Figure 2 documents the value of SHM in dependency of the fatigue failure thresholds for a ductile 

and a brittle Daniels system with a resistance correlation ( ), 0.5i jR R =r , a deterioration state 

correlation ( ), 0.6i jD D =r  and probability of component deterioration failure of ( ) 2

, 1.0 10c iP F -= Ö . 

For both the ductile and the brittle Daniels systems, the value of SHM is positive with a maximum 
for the maximum considered fatigue failure threshold and the minimum for a threshold of 1.0x10-3. 
The largest part of the value of SHM is due to system risk reduction. For low fatigue failure 
thresholds, the value of SHM is additionally caused by the reduction of the component 
deterioration risks and the accumulated component inspection and repair costs. 
 

 
Figure 2: Value of SHM for a ductile and a brittle Daniels system with a resistance correlation

( ), 0.5i jR R =r , a deterioration state correlation ( ), 0.6i jD D =r  and probability of component 

deterioration failure of ( ) 2

, 1.0 10c iP F -= Ö . 

The value of SHM increases for an increasing correlation of the resistances of a ductile system and 
decreases for a brittle system for all considered probability of component fatigue failure thresholds 
(Figure 3). This can be explained for a ductile system by the facts that (1) the system failure 
probability increases with increasing component resistance correlation caused by the reduction of 
the system resistance and that (2) the uncertainty reduction due load monitoring is approximately 
constant because it is primarily associated to the (resistance correlation independent) system 
loading. The uncertainty reduction due to load monitoring is thus more influential for a high 
correlation of the resistances which causes higher values of SHM caused primarily by system risk 
reduction. 
A similar explanation is found for a brittle Daniels system. Here, the system failure probability 
decreases caused by an increasing system resistance when the component resistance correlation 
increases and the uncertainty reduction due load monitoring is approximately constant. The 
uncertainty reduction due to load monitoring is thus less influential for a high correlation of the 
resistances which causes lower values of SHM caused primarily by system risk reduction. 
 

DpD DpD
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Figure 3: Value of SHM for a ductile and a brittle Daniels system in dependency of the resistance correlation 

( ),i jR Rr  with a deterioration state correlation ( ), 0.6i jD D =r  and probability of component deterioration 

failure of ( ) 2

, 1.0 10c iP F -= Ö . 

Considering the deterioration state correlation, the value of SHM is approximately constant, i.e. 
independent of the deterioration state correlation, for low component deterioration failure 
thresholds (Figure 4). Here, the deterioration does not significantly influence the system 
probabilities of failure. For higher thresholds, the value of SHM increases for an increasing 
deterioration correlation for the ductile system and decreases for the brittle system. The 
explanation of this behaviour is found to be very similar to the resistance correlation (see above). 

 
 
Figure 4: Value of SHM for a ductile and a brittle Daniels system in dependency of the deterioration state 

correlation ( ),i jD Dr  with a resistance correlation ( ), 0.5i jR R =r and probability of component 

deterioration failure of ( ) 2

, 1.0 10c iP F -= Ö . 
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6 Conclusions 

This paper addresses the influence of deteriorating structural system characteristics on the value 
of structural health monitoring (SHM) information before implementation of the SHM strategy. The 
value of SHM is calculated utilizing the Bayesian pre-posterior decision analysis modelling the 
structural system life cycle performance, the integrity management, the structural risks and the 
SHM information. 

The paper focusses on the influence of the resistance and the deterioration correlation on value of 
SHM for a fatigue deteriorating system with the SHM strategy load monitoring. The value of SHM 
for load monitoring is quantified with a generic structural system formulation utilizing ductile and 
brittle Daniels system formulations, with the decisions rule reliability based inspection and repair 
planning and the adaptive actions inspection and repair. The structural system performance is 
modeled by a yearly discrete structural resistance reduction due to fatigue deterioration. 

The value of SHM increases for ductile systems and decreases for brittle systems with increasing 
resistance correlation caused by the dominance of system risks, the ductile and brittle system 
characteristics and the approximately constant uncertainty reduction due to load monitoring. A 
similar behaviour can be observed for the deterioration state correlation given the deterioration is 
relevant for the system reliability. 
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Frameworks for structural reliability assessment and risk management 
incorporating structural health monitoring data 

Piotr Omenzetter, The LRF Centre for Safety and Reliability Engineering, The University of 
Aberdeen, UK 
 

Objectives, abstract and conclusions 

This paper explores the challenges, opportunities, benefits, and limitations of reliability assessment 
of major and critical components of infrastructure using structural health monitoring (SHM) data. 
The focus is on bridges but the discussion is intentionally kept at a general level so that it is 
applicable to a wide range of infrastructural systems. This paper argues that holistic and strategic 
approaches are required to pave the way to the realization of the latent befits of SHM and 
maximising the value of information derived from SHM data. Firstly, it discusses these benefits and 
situations were implementing SHM can be considered to be potentially most useful. It later 
discusses two frameworks for seeing the SHM technologies in a broader context of asset 
management decision making. The first framework is underpinned by prioritisation of structures for 
monitoring, moves to guidelines for instrumentation and SHM data analysis, and ends with the 
integration of SHM results into asset management and disaster emergency plans and decisions. 
The second framework understands SHM as a starting point in a value chain of enabling 
technologies delivering information to infrastructure stakeholders. A separate section is devoted to 
deliberations on the emerging and important way of thinking of SHM outputs as óbig dataô and 
associated challenges. One of the opportunities brought about by abundant SHM dig data is the 
prospect of creating better ódigital twinsô ï a high fidelity, multi-physics, multi-scale models of 
structural systems underpinned by and calibrated using SHM data to assess and forecast 
reliability. 

Finally, an example of a recently constructed 12-span, 690 m long post-tensioned concrete 
viaduct equipped with a continuously operating SHM system comprising around 90 channels of 
strain, temperature, displacement and environmental data, and also subjected to one-off ambient 
dynamic testing campaigns is presented. The proposed framework for structural reliability 
assessment of the bridge integrates information on the mechanical properties of construction 
materials obtained via laboratory and in situ tests, the heterogeneous SHM and dynamic testing 
data from the full scale structure, and predictions from numerical models of the bridge. Several 
aspects of this information fusion will be discussed. Dynamic tests and static responses, including 
time dependent creep and shrinkage behaviour, enable system identification of the structure and 
creation, via model updating, of numerical (finite element) structural models, or ódigital twinsô, of the 
physical structure. These models can in turn be used for assessing quantitatively the bridge time 
dependent condition, health, safety and performance via more realistic numerical reliability 
evaluations. The collected temperature and strain and displacement data form the basis for 
generating realistic spatial and temporal load fields for reliability assessment utilizing calibrated 
numerical models of the structure. The monitoring of responses to traffic loads enables formulation 
of the dynamic live load demands actually acting on the bridge and response to these. 

1 Introduction 

The need to protect and maintain assets and their functionality and reliability has been growing 
quickly with the increasing number of infrastructures and their aging and associated risk of 
impaired condition and performance. This trend is apparent across any major sector of 
infrastructure, including energy, transport, housing, industrial and office buildings, to name just a 
few. Owners and operators are under intensifying pressure to manage their assets at tighter 
economic margins, while having to comply with increasing demands and often also legal 
obligations to ensure the needs of communities, economy, and the environmental sustainability are 
adequately met. Structural health monitoring (SHM) is a technology that, if used strategically and 
purposefully, can help to address these challenges. SHM can be defined as collecting data on full-



 
 
 
 

 
COST TU1402: Proceedings of the 1

st
 Workshop                                       50 

 
 

scale, in-situ structures and interpreting them using engineering knowledge so that structural 
condition and reliability can be quantified objectively (Aktan et al. 2002). While this paper focuses 
on SHM of bridges, it uses them as a convenient example of components of a complex 
(transportation) system, which themselves are intricate man-made systems, to present more 
general observations and discussions that will be applicable to a wider range of infrastructures. 

Bridges are critical and expensive components within the transportation network providing 
essential services and interconnections within the various road networks that underpin the life of 
communities and their economic activities. However, bridges are subject to various natural 
hazards, e.g. earthquakes, floods and strong winds, long-term deterioration processes, such as 
corrosion, material creep and shrinkage and fatigue, and harmful anthropogenic effects, e.g. 
overloading from vehicles and collision impacts. Complex topography and constraints of built 
environment often produce transportation networks with limited or no redundancy and failure of a 
small number of bridges may have significant negative consequences when roads may be closed 
or their use restricted due to safety or performance concerns, and may only be re-opened for use 
once site investigations and necessary maintenance have been carried out. Due to the large 
number of bridges within any network and limited resources for inspections, this may lead to traffic 
delays and congestion. Furthermore, adequate functionality of the critical links within the 
transportation network is necessary immediately in the aftermath of an event such as earthquake 
to ensure access to such services as hospitals, evacuations centres and airports, and operation of 
search and rescue, fire and emergency services etc. To exacerbate the challenges brought about 
by usually limited resources, judging the soundness of a bridge is difficult because of the subjective 
and qualitative nature of visual inspections (Phares et al. 2007). 

Research into strategies, tools and technologies that can assist in the assessment of bridge 
damage, condition and performance and overcome, or at least lessen, the aforementioned 
problems is urgently required. SHM systems can collect real time data and, with appropriate and 
careful data interpretation, provide information about the condition and performance of bridges. 
This will provide asset managers and emergency response centres with valuable information to 
assist decision making. While it is not expected, or necessary, or practical to completely replace 
visual inspections by monitoring systems, the latter can be a useful component in the whole 
spectrum of assessment methods. However, to achieve the maximum benefit from monitoring 
systems they need to be implemented in a strategic, planned and targeted way, and integrated well 
into the entire asset management plans and practices. 

This paper advocates for such holistic and strategic ways of addressing the need to pave 
the way to the realization of befits of SHM. Firstly, it discusses these benefits and situations where 
implementing bridge SHM is likely to be most useful. It later discusses two frameworks for seeing 
the SHM technologies in a broader context of asset management and emergency response 
decision making. The first framework starts with prioritisation of structures for monitoring, moves to 
guidelines for instrumentation and SHM data analysis, and ends with the integration of SHM results 
into asset management and disaster emergency plans and decisions. Examples of prioritisation 
methodologies are given. The second framework posits SHM as an initial link in a value chain of 
enabling technologies delivering benefits to infrastructure stakeholders. These discussions are 
then followed by deliberations on the emerging, but increasingly important in future, theme of 
thinking of monitoring outputs as óbig dataô and associated challenges. Finally, an example of a 
recently constructed 12-span, 690 m long post-tensioned concrete viaduct equipped with a 
continuously operating SHM system is discussed to share some practical insights into the 
challenges, opportunities, benefits, and limitations of reliability assessment of major and critical 
components of infrastructure using SHM. A summary and conclusions round up the paper. 

2 Benefits of monitoring systems 

Because traditional visual inspections with simple testing can be expensive and time consuming, 
are qualitative, subjective, and only capable of assessing conspicuous problems (Phares et al. 
2007), it is desirable to supplement them with monitoring. Monitoring is often recommended in the 
following situations (Inaudi and Walder 2011): 
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¶ New structures with innovative design, construction techniques, or materials. 

¶ New structures with poorly understood risks, including geological, seismic, meteorological, 
environment, construction, and quality risks. 

¶ New or existing structures which are representative of a larger population, where information 
derived from monitoring can be extrapolated to the wider population. 

¶ New or existing structures that are critical at a network/system level, such that their failure or 
deficiency would have a serious impact on the network functioning. 

¶ Existing structures with known deficiencies, problems and/or very low rating. 

¶ Candidate structures for replacement or refurbishment, where the real need for interventions 
can be assessed a priori and repair efficiency evaluated a posteriori. 

Planned and proactive implementation of SHM already at the construction stage is gaining 
momentum in newly constructed innovative, landmark and/or record breaking structures 
(Abdelrazaq 2011), but it often remains óblue skyô research driven by academic curiosity. The 
above list of SHM applications also envisages widespread monitoring of numerous existing 
structures better risk management. Despite existing examples of such SHM applications (Tozser et 
al. 2011), such projects tend to be undertaken in an ad hoc manner in reaction to identified 
problems, rather than being proactively planned and integrated into the overall asset management 
or disaster/emergency response, and their benefits may not always be immediately apparent. 
Potential general benefits of using SHM can be summarised as follows (Abdelrazaq 2011): 

¶ Reducing uncertainty about structural condition and performance. 

¶ Discovering hidden structural reserves. 

¶ Discovering deficiencies that may be missed by traditional assessment techniques. 

¶ Increasing safety and reliability. 

¶ Ensuring long term quality of aging infrastructure. 

¶ Allowing better informed asset management. 

¶ Increasing knowledge about in-situ structural performance. 
This list of the potential benefits of SHM makes monitoring very useful for organisations 

responsible for efficient, undisturbed functioning of transportation networks, as the benefits 
address their key needs and challenges of developing advanced knowledge about bridge condition 
and performance via gathering reliable data for ensuring that bridges can keep performing to the 
expected level. Monitoring systems can collect data in real time and can help detect damage to the 
structure, which can be in the form of changes to the material and/or geometric properties of the 
system. They can aid both long term asset management and rapid decision making immediately 
after a natural disaster such as an earthquake or flood. 

In spite of the promise for better asset management, SHM has only made limited transition from 
academic research into practical applications. In order to achieve a more widespread, planned and 
proactive integration of monitoring into practice and realise its potential benefits it is necessary to 
establish a sound philosophy guiding the practical implementation of monitoring systems to bridges 
and tools for quantifying the value of data gathered by SHM and the information derived from it. By 
doing so, monitoring systems can be strategically deployed where they can make the most positive 
difference in enhancing the asset management processes and helping to address its current 
limitations in a cost effective way. SHM systems will only become attractive for the practitioners if 
they are convinced by evidence from past applications or realistic assessment of the expected 
benefits from new deployments that SHM can contribute to their óbottom lineô. In-situ applications of 
SHM carry, often significant, cost and it is necessary to understand better the benefits they can 
bring about. It is thus necessary to quantify the value of information derived from SHM data and 
offset it against the costs of SHM hardware, software, installation, maintenance and data analysis 
(Straub 2014). In any SHM deployment project, it is also very important to have a clear 
understanding of how the SHM data will be used and linked to the assessment of condition and 
performance and beyond that to long term asset management or emergency response decisions. 
This will enable better-informed, realistic discussions to be had, and decisions to be made, about 
whether to use SHM in particular cases. It can also alleviate potential problems resulting from 
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unrealistic expectations of what SHM can deliver and backlash when those are not met (Moon et 
al. 2010). 

3 Risk-based prioritisation of bridges for data collection and use of SHM 

This section discusses a philosophy for integration of SHM into wider data collection and asset 
management based on considering the risk that failures of individual bridges present to the 
functioning of the entire transportation system. A natural consequence is a risk-based prioritisation 
of bridges for implementation of monitoring systems. A comprehensive vision of strategies for 
bridge SHM for damage, condition and performance assessment is necessary if SHM is to fulfil its 
potential. To realise such a vision, the following building blocks are required (Omenzetter et al. 
2014): 

¶ Methodologies for prioritisation of bridges for application of sensing technologies based on 
bridge importance in the network and a broad spectrum of risks affecting the bridge that need 
to be treated with an interdisciplinary approach. 

¶ Guidelines for instrumentation to be installed on bridge structures and in their vicinity (e.g. 
surrounding soil or watercourse), or even monitoring entire transportation networks and 
hydrological systems, for measuring operational and environmental effects, loads and 
demands and responses. The focus should be on affordable hardware platforms and 
relatively simple measurements which can help in structural assessment, but there is need to 
better quantify statistically the methodsô performance, e.g. minimum damage size 
detectability. 

¶ Methodologies for reliable condition, damage and performance assessment based on 
information extracted from data collected by instrumentation for structural elements, 
foundation and soil. 

¶ Developing guidelines for integration of monitoring and quick assessment results into the 
asset management and, where necessary, emergency planning and response practices of 
organisations responsible for functionality of transportation networks. 

Items 2 and 3 in the above list, while very important, are more concerned with specialised areas of 
expertise for SHM, such as sensing and data processing. Furthermore, it was decided to not focus 
in this paper on item 4 either. The reminder of the section will thus be devoted to the challenge of 
bridge prioritisation for SHM taking examples from the author and his collaboratorsô previous work. 
The need for such prioritisation comes from the fact that, due to the cost of monitoring, it is 
realistic, and indeed highly advisable, to instrument only selected bridges on a network. 
Furthermore detailed and (near) real-time information on the condition is not required for all bridges 
but only for those whose failure is more likely to result in larger consequences to network 
functioning. Considering risk of each bridge at a network level provides a rational basis for bridge 
selection for SHM. 
 A strategy for bridge data collection and implementation of SHM for this end was proposed 
and elaborated in Bush et al. (2013), where interested readers will find the details. (The strategy 
was further specified for SHM of bridges in a region affected by earthquake disaster in Omenzetter 
et al. (2014).) Below a short synopsis only is provided to highlight the most important aspects. All 
the bridges in a given network are assigned to one of three categories of data collection: core, 
intermediate and advanced. This classification is based on considering both the risk profile and 
criticality of each structure in the network and a simple scoring scheme was proposed. Risk is 
understood in the usual manner as failure probability multiplied by its envisaged consequences. 
For each bridge, risks related to four broadly defined performance criteria, namely structural safety, 
hydraulic/geotechnical safety, serviceability, durability and maintenance, and functionality are 
assessed adapting the framework proposed by Moon et al. (2009). Bridge criticality is measured by 
the wider consequences or impacts on the network functionality and regional economy resulting 
from a failure. By separately reporting on criticality, it ensures that the bridge asset manager takes 
into account those bridges that have a significant impact on network functionality, but because of 
their low probability might not have the same recognition if only a risk based approach were used. 
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 A simple illustration of the resulting risk and criticality based bridge classification is shown 
in Figure 1. Bridges #1-4 are real structures sourced from New Zealand stock which have been 
óanonymisedô to only keep the relevant high-level detail. Bridge #1 scores highly on both risk and 
criticality, Bridge #3 has both intermediate scores, and finally Bridge #4 presents only low risk and 
criticality, respectively. Based on this assessment, the three bridges were assigned to the 
appropriate core, intermediate and advanced data collection category. Bridge #2 is a structure with 
only intermediate risk, however, its strategic importance in the transportation network dictates its 
high criticality and so advanced data collection is recommended. The presence of structures like 
Bridge #2 highlights the need and advantage of considering both risk and criticality to decide the 
appropriate regime of data collection. 
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Figure 1: Risk and criticality based bridge classification for data collection and SHM implementation. 
 

Table 1 outlines the approaches to data collection in each regime including the types of 
techniques and collection frequency. The core asset management process requires sufficient data 
to have a basic understanding of the asset and to manage, through prioritization, performance 
related risks. More information about the types of data required at each level of data collection is 
provided in Bush et al. (2011) and Omenzetter et al. (2015) and herein only general data 
categories are listed. For core bridges, data will be collected for key performance criteria, including 
basic traffic data, load carrying capability, bridge condition and defects, and, if required, scour or 
seismic susceptibility. Past work history data will also be stored, thereby allowing basic cost 
estimates to take place. For core bridges data quality can be lower and visual inspection will be the 
predominant form of data collection, with non-destructive evaluation (NDE) and SHM used 
sparingly and mostly reactively to understand identified performance weaknesses. Further, as the 
bridges are in good condition visual inspection can occur between 3 to 6 years allowing 
reallocation of resources to those assets with increased risks and criticality ratings. 

Intermediate bridges will have an increased risk or criticality profile because they are 
subjected to increased levels of hazards, are in a poorer condition, operating close to performance 
capabilities or will have an increased impact on the functionality of the network if their performance 
is lost or reduced. To effectively carry out asset management of such structures, an improved level 
of information will be required, and therefore a broader range of data collected. Data resolution will 
also have to be at the bridge element level if an adequate risk assessment is to be achieved. Data 
will be collected for the full range of performance criteria including load carrying capability, bridge 
condition and defects, overhead strikes, overweight management data, barrier capacities, weigh in 
motion data, traffic data, scour data, seismic data and safety data, e.g., number of traffic accidents. 
To manage the increased risk and criticality, the visual inspection program will follow a 2 to 3 year 
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cycle, and NDE and SHM will have a greater level of integration into the data collection process. 
To improve decisions, NDE and SHM will be used to both carry out testing on bridge specific 
defects and undertaken for a number of typical bridges in the entire stock to improve the 
understanding of aspects such as deterioration models for a wider population of structures. 
Further, automatic data collection systems will also be used to collect network level data such as 
scour, hydrostatic and hydrodynamic, and vehicle loading. 

It is envisaged that advanced data collection regime will be applied only to a limited number 
of structures that have the highest risk or criticality profile as they are central to the operation of the 
network. The advanced data collection regime is extended such that a component level 
understanding of the bridge performance and condition is developed. These bridges require very 
well defined reliability based performance assessments. It is considered that extensive and 
proactive use of NDE and SHM is required to achieve this level of data quality and is therefore 
highly recommended for the management of advanced bridges. SHM will be used either 
periodically to regularly update bridge risk status, or even continuously especially towards the end 
of the structureôs useful life. These bridges will also have visual inspections on a 1 to 2 year cycle 
to be able to quickly identify problems as they develop. The high level of accuracy attained using 
NDE, SHM and the frequent visual inspections, linked with data collected at component level, will 
facilitate the development of high resolution long-term management plans, and will allow asset 
managers to more accurately understand the performance capabilities of their high risk and most 
critical infrastructure. 

By providing the level of flexibility in data collection regime, the bridge asset manager can 
tailor the strategy to suit local network requirements, risk tolerance and budget, thereby ensuring 
cost efficiency of strategy implementation. 
 
Table 1: Outline of risk and criticality based bridge data collection and monitoring strategy. 
Data 
collection 
regime 

Bridge risk 
and/or 
criticality band 

Risk assessment 
resolution and reporting 

Data collection techniques and 
frequency 

Core Low  Overall bridge 
performance risk and 
criticality 

Visual inspections every 3-6 years 
Limited, usually reactive NDE and 
SHM 

Intermediate Intermediate Individual element 
performance risk and 
criticality 

Visual inspections every 2-3 years 
Some, reactive and proactive NDE 
and SHM  

Advanced High Individual component 
performance risk and 
criticality 

Visual inspections every 1-2 years 
Extensive, mostly proactive NDE 
and SHM 

4 SHM in a value chain to deliver safe and reliable infrastructure at acceptable cost 

To make a difference in the way bridge assets are managed, SHM needs to be put in a context of 
expectations and responsibilities of bridge owners, stewards and users so that its benefits can be 
critically examined and clearly articulated. A useful conceptual framework for seeing SHM this way 
was put forward by Wong and Yao (2001). They proposed understanding SHM as part of a value 
chain. Value chain is an end-to-end technological solution to a problem, comprising a series of so-
called enabling technologies, and the user or beneficiary at the end of the chain. The value chain is 
shown in Figure 2. SHM, comprising data collection using sensing platforms, signal processing 
with various algorithms, and data analysis using damage detection and statistical tools, forms the 
beginning of the value chain. On its own, SHM presents only a latent potential. This potential can 
only be materialised if other enabling technologies are integrated into the value chain to link the 
SHM outputs to the stakeholdersô objectives to generate value for them. These coupling 
technologies are reliability, safety and risk assessment methods and risk management decision 
making tools. It is within the decision making area where the value of information from SHM needs 
to be calculated to present quantitative options to the asset manager. 
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Seeing SHM as part the value chain enables a holistic view of its role and helps to 
appreciate other, often governing, aspects of the broad context SHM is used in. These aspects 
include risk management and financial considerations. While SHM researchers are often devoted 
to the SHM parts of the value chain (the boxes on the left hand side of Figure 2), in reality the top-
down approach, driven by stakeholders needs will ultimately decide the fate of research 
achievements in the real world. Another important realisation from depicting the value chain is that 
the ultimate success of SHM technologies depends on unobstructed flow of data and information 
from left to right. This flow will only ever be as effective as the óweakest linkô as the value chain is 
clearly a serial system. Any future research efforts must thus be directed into the areas that 
represent the most severe bottle necks to create a balanced value chain. From that point of view, 
there is clear need to cross the gap between SHM and reliability, safety and risk assessment 
methods (indicated symbolically by the vertical dashed line in Figure 2) that should use SHM data 
more, so that they can underpin risk management decision making based on the observed 
deterioration symptoms (Cempel et al. 2000). 
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Figure 2: SHM as part of a value chain of enabling technologies delivering benefits to stakeholders. 

5 óBig dataô perspective on SHM 

SHM researchers and practitioners have long realised that even modest monitoring systems can 
easily generate the types and volumes of data that are a challenge to handle and interrogate using 
traditional data analysis techniques. The term óbig dataô, that has recently been gaining increasing 
interest far beyond engineering context, captures the outputs from SHM systems well: big data is 
characterised by extraordinary volume, velocity, variety and/or veracity (Lloydôs Register 
Foundation 2014). 

Modern large bridge structures can be monitored with the number of sensing channels of 
the order of 103 (Ni and Wong 2012). Knobbe et al. (2011) estimate that 145 sensors measuring at 
100 Hz produce around 56 kB of data per second, or 5 GB per day, or over 1.7 TB per annum if 
represented in an efficient way. A video camera produces around 46 kB/s of compressed video 
data in a typical traffic monitoring situation. As can be seen from these estimates the transfer of 
data, their storage, and more importantly our ability to interrogate it in a timely and efficient way 
can quickly put pressure on the existing resources, capabilities and analytical techniques 
(Materazzo et al. 2015). Decisions must be made how much data should be collected and how 
much local vs. centralised data processing conducted. 

An alternative to monitoring numerous structures which is worth exploring is to use 
specially selected óindicator structuresô, representative of the wider stock that can be heavily 
instrumented. The condition of these structures can then be assessed locally and extrapolated to 
similar structures. For example, the Indicator Building procedure was formalized, albeit based on 
visual inspections after the devastating 2010 and 2011 Canterbury earthquakes in New Zealand 
(New Zealand Society for Earthquake Engineering 2011). The procedure entailed identifying a set 
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of buildings to specifically check following the main and significant aftershocks to gauge the extent 
of damage. Doing so helped with decision making whether to continue with the building 
assessment programme as planned, modify it or re-start. This proved invaluable for efficient use of 
limited inspection resources for re-assessing repeatedly a large building stock. However, this 
approach will suit some industries better than other sectors, notably civil structures are unique and 
extrapolating monitoring results will be especially challenging. 

Another challenging aspect of SHM data is its unusual variety. A comprehensive bridge 
SHM system will have accelerometers, static and dynamic strain gauges, displacement sensors, 
inclinometers, weight-in-motion stations, global positioning system, anemometers, structural and 
ambient temperature sensors, barometers, and humidity sensors, corrosions cells and video 
cameras (Ni and Wong 2012). The variety of sensors will help to form a holistic view of bridge 
performance and condition, but the data will be sampled at different intervals, will relate to different 
actions and demands imposed on the structure and its responses to those demands, and will have 
different accuracy. The data sets may come from diverse technologies, e.g. legacy SHM systems 
installed during construction and new upgraded sensing platforms. Some data may be missing due 
to sensor or monitoring system malfunctioning or power supply problems, and accuracy may be 
dubious when sensors are misaligned or malfunctioning. Latent factors, e.g. influence of 
temperature (Sohn et al. 1999) or response magnitude (Chen et al. 2014), may not be directly 
measured but can influence the measurands considerably complicating extracting robust 
information from the data. 

Further, SHM is only one source of data and information about the structure and its 
condition and performance. Visual inspections, based largely on inspectorôs judgement and 
experience (Phares et al. 2001), will likely remain the main source of knowledge for asset 
managers. Results of various tests on material samples taken during construction or in-service 
period are another source of structure specific data. Furthermore, very important bridge data is 
often stored in the form of drawings or descriptive and qualitative reports, rather than numbers. 
Thus, it becomes necessary to merge such diverse data sets and formats for enhanced 
understanding of assets to form the basis of management decisions. Various big data analytics 
algorithms, statistical techniques and machine learning for pattern recognition must be integrated 
with the human skills for deep insight to unveil meaning in the data. 

Any interpretation of SHM data is immensely assisted by creating physics-based numerical 
models of the system being studied and assessed. The concept of ódigital twinô (Glaessgen and 
Stargel 2012) can come to fruition thanks to abundance of data. The digital twin will integrate high 
fidelity multi-physics and multi-scale simulations, such as from finite or boundary element models, 
with SHM data, maintenance history and all available historical data to mirror the life of its physical 
twin. The digital twin will be much more realistic than contemporary models, and will, e.g., include 
information on individual defects and loading and distress histories unveiled in extensive SHM 
data. This will enable achieving new and enhanced levels of safety and reliability without 
overdesigning infrastructure. The digital twin will continuously forecast and update the health and 
condition of the physical system, its reliability and the remaining useful life. 

6 Example of SHM of a major bridge 

Most existing systems are complex, their precise conditions may not be known completely, and 
direct measurements by nonintrusive means are difficult. Hence their conditions can only be 
inferred from response measurements under the actual loading, operational and environmental 
conditions. In addition, the future loads and environmental conditions cannot be predicted 
accurately. In this section, a comprehensive framework for systematic integration of SHM data into 
reliability assessment of a major bridge is discussed (Chen and Omenzetter 2013). The models for 
materials, structures, loads and other actions, and responses, calibrated and refined using the 
various types of monitoring data are used in structural reliability simulations, yielding more realistic 
results. The outline of the section is as follows. The proposed general framework for integration of 
SHM data into reliability assessment is first described. Then the case study bridge, the Newmarket 
Viaduct, is introduced. This part also provides a description of the bridge monitoring system, initial 
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numerical model and an overview of available data and results of dynamic testing and laboratory 
investigations on material properties. Based on these data, in the third section the framework for 
integration of testing results and SHM data into reliability assessment is described together with its 
constituent parts including probabilistic models for materials, structure, loads and other actions, 
and their effects. It is important to recognize that structural reliability assessment involves 
practically invariably forecasting and extrapolating the measured actions and responses, because 
the return periods are high and enough measured data are rarely, if ever, available, and so robust 
models must be formulated and calibrated using data that is available. 

6.1 General framework for integration of SHM data into bridge reliability assessment 

Figure 3 shows the framework for reliability assessment of an in-service bridge that can use 
various types of data, such as from long-term, continuous monitoring, one-off or periodic testing 
and monitoring, and laboratory tests. Also, finite element analysis and updating is included, which 
provide tools for building the digital twin of the bridge. For a given bridge structure, to perform its 
advanced reliability assessment, an initial finite element model, constructed using design drawings 
and specifications, is required. The various types of SHM data are used to calibrate, or update, the 
initial finite element model, or set of models as the case may be. Then based on the monitoring 
data and the updated model, the load effects of the various structural components can be 
assessed via numerical simulations. Furthermore, the load effects for structural components with 
sensors can be directly statistically evaluated using the monitoring data. Structural resistance 
models can be calibrated using material data. Bayesian updating framework will be used for 
incorporating information from SHM into analytical models. Finally, reliability assessment of main 
components or the bridge at any time will be conducted, which will aid the bridge maintenance 
decision-making process. This framework is further explained later using the case study. 

 
 

Figure 3: Framework for structural reliability assessment using SHM data (Chen and Omenzetter 2013). 
 

6.2 The Newmarket Viaduct and its SHM 

This sub-section provides a description the case study instrumented bridge, the Newmarket 
Viaduct, and the SHM programme implemented to assess its performance. While the general 
framework for SHM-assisted reliability assessment presented above is applicable to different types 
of loads, structures and limit states, the need for real-life data requires specifying the proposed 
framework further in that respect. 
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 The Newmarket Viaduct, completed in 2012 in Auckland, New Zealand, is a major and 
most important bridge within the New Zealand road network. The structure comprises parallel, twin, 
horizontally and vertically curved, pre-cast, post-tensioned, box-cell girder concrete bridges joined 
at the deck level with an in-situ cast óstitchô. The total length of the bridge is 690 m, with twelve 
different spans ranging in length between 38.67 m and 62.65 m, and an average length of 
approximately 60 m. Two views of the bridge, during construction and when completed, 
respectively, are shown in Figure 4. 
 

a)  b)  
 

Figure 4: Newmarket Viaduct: a) during construction, and b) completed structure. 
 

The SHM system is designed to continuously collect the following measurements: 

¶ Strains and deflections in selected critical sections and spans. 

¶ Accelerations of key sections. 

¶ Environment data (temperature and humidity) and structural temperature. 
Moreover, one-off in situ dynamic tests and laboratory material tests have been conducted to 
provide additional data. 

The long term SHM system installed in the Newmarket Viaduct comprises 20 vibrating wire 
strain gauges that also measure temperature, 42 embedded temperature sensors, four baseline 
systems measuring deflections, and two external temperature and humidity sensors, one inside 
and another outwith the girder. Four strain gauges are embedded in concrete in each of the five 
cross-sections where sagging or hogging moments have the largest values, i.e. in the middle of 
two spans, close to their common pier and at both ends of the two spans. The 42 temperature 
sensors are located in the middle of a span and are spread evenly in both webs along their height; 
additional sensors are installed across the webs and in the top and bottom slab. In two spans, 
baseline systems (Stanton et al. 2003, Omenzetter and Ibrahim 2010) for measuring deflections 
are also installed. Data from all these sensors is sampled at 10 min intervals with the intention to 
measure static and slowly-varying responses due to creep, shrinkage and temperature variations. 
Communication with the data logger for data download is via a wireless modem over a cellular 
telephone network. Installation of six uniaxial accelerometers is planned to complement the 
aforementioned data with dynamic responses in the vertical and horizontal directions due to traffic. 

6.3 Integration of the Newmarket SHM and testing data into reliability assessment 

The integration of the various types of testing and monitoring data is schematically shown in Figure 
5 and described below. 
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Figure 5: Integration of testing and monitoring data into reliability assessment. 
 

In order to model the bridge and individual components to perform reliability studies, it is 
necessary to measure a number of mechanical properties of concrete. Twenty concrete 
100×200 mm cylinders specimens were secured during construction. Six of these were used for 
measuring the compressive strength and elastic modulus but own results were supplemented by 
the analogous tests conducted by the contractor. Six concrete cylinders were made to evaluate 
shrinkage behaviour and additional four cylinders for a creep study under a constant load level of 
40% of the ultimate compressive strength. Bayesian updating can be used to refine the estimates 
of the probability density functions for material properties, such as strength, Youngôs modulus, and 
creep and shrinkage coefficients, to be later used in numerical simulations of the digital twin of the 
bridge. 
 The measurements of the structural temperature at several points in the bridge 
(Omenzetter et al. 2012) will enable creating a stochastic field model for temperature loads with 
experimentally established properties, such as spatial and temporal correlations. Further, 
experimentally observed correlations between the temperature load and strains developing in the 
bridge will enable creating and calibrating both data driven and physics-based finite element digital 
twins for the simulations of reliability under the environmental demand. The availability of long term 
strain data, showing creep, shrinkage and possibly other long term deformations due to aging, will 
facilitate modelling and forecasting time dependent reliability. Likewise, dynamic response 
monitoring will enable creating stochastic models for the corresponding responses and, via solving 
inverse problems, the identification of the load models themselves. 
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An important step in the creation of the digital twin was a comprehensive ambient vibration 
testing and operational model analysis program (Chen et al. 2014). The second phase of the 
testing reported here was conducted on both twin bridges after casting of the óstitchô. In order to 
identify as many modes of vibration as possible, including transverse, vertical and torsional, and 
map accurately mode shapes, acceleration measurements were taken at 288 points using several 
setups of roving sensors. Enhanced frequency domain decomposition (EFDD) and data driven 
stochastic subspace identification (SSI-DATA) methods allowed the identification of 9 transverse, 
14 vertical and 12 torsional modes below 8 Hz.  

The identified natural frequencies and mode shapes were compared with their numerical 
counterparts obtained from a finite element model constituting its digital twin for dynamic 
behaviour. The complexity of the viaduct and its geometry and the need for high-fidelity simulations 
necessitated the construction of a 3D model. Special attention was paid to the reproduction of the 
geometry, particularly the correct definition of the curvatures and variable cross sections, and the 
modelling of supports. The deck and the piers were represented in SAP2000 (Computers and 
Strictures 2009) using 3D eight node solid brick elements. Average size of finite elements adopted 
is of the order 0.80×1.00 m. The monolithic pier-girder connections were assumed to provide full 
restraint for all six translations and rotations, whereas pinned bearings to only restrict three 
translations. Sliding bearings were assumed to only allow translation in the longitudinal direction 
and rotation associated with vertical bending as their design prevented the other types of motions. 
Fixed boundary conditions were specified at the base of the piers, ignoring soil-structure interaction 
effects on the dynamics of the bridge system, which was not expected to be appreciable at the low 
levels of excitation and response encountered in the field under traffic loading. 

The experimental and computed natural frequencies corresponding to the lowest five 
transverse, vertical and torsional modes are presented in Table 2. It can be seen that the identified 
frequencies and mode shapes (assessed using the modal assurance criterion (MAC) (Allemang 
(2003)) generally agree well with the numerical results. The vertical mode experimental 
frequencies and numerical natural frequencies are in very good agreement with all differences not 
exceeding 3.1%. The transverse natural frequencies differ by only up to 4.9% and the torsional 
natural frequencies agree to within 4.5%. The MAC values calculated between the numerical and 
experimental results typically exceed 0.80 and show that for most vibration modes, there is good to 
excellent agreement between the experimentally identified and numerical mode shapes. Damping 
ratios have also been identified and show values which are in line with those reported in the 
literature for similar class of structures. Nevertheless, full-scale testing and monitoring are required 
to confirm damping values as they cannot be derived from first principles. The lower MAC values 
obtained for a few modes are likely caused by system identification errors due to the low relative 
contributions of these modes to the measured bridge vibration and inaccuracies in the numerical 
model. The comparison constitutes a validation of the developed numerical model which has been 
proved to represent the bridge dynamics well, however, there is still scope for improvement via 
systematic model updating. 
 

Table 2: Comparison of experimental and numerical natural frequencies, damping ratios and mode 
shapes (MACs). 

Mode 
Natural frequencies [Hz] 

Damping ratios 
[%] 

MAC with EFDD 

Table 
continues 
on next 
page 

EFDD SSI Numerical SSI SSI Numerical 

Transverse modes 

T1 1.25 1.25 1.30 1.3 0.98 0.96 
T2 1.56 1.55 1.60 1.5 0.92 0.83 
T3 2.15 2.17 2.14 1.4 0.89 0.75 
T4 2.81 2.80 2.95 1.3 0.98 0.62 
T5 3.94 3.91 3.87 1.1 0.98 0.69 

Vertical modes 

V1 2.03 2.04 2.10 1.4 1.00 0.96 
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V2 2.15 2.15 2.19 1.4 0.95 0.97 
V3 2.34 2.35 2.40 1.4 1.00 0.88 
V4 2.55 2.55 2.61 1.5 0.96 0.85  
V5 2.82 2.82 2.85 1.5 0.92 0.91  

Torsional modes  

Tor1 3.17 3.14 3.16 1.5 0.90 0.86  
Tor2 3.20 3.20 3.22 1.5 1.00 0.83  
Tor3 3.34 3.33 3.37 1.5 0.84 0.90  
Tor4 3.55 3.52 3.54 2.5 0.94 0.87  
Tor5 3.71 3.74 3.69 1.6 0.88 0.69  
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The interpolation method for the detection of localised stiffness losses 

M.P. Limongelli, M. Domaneschi, L. Martinelli, M. Dilena, A. Morassi, A. Zambrano, A. Gecchelin 
 

Abstract 

In this paper is presented an approach to the detection of localized stiffness losses basing on 
Operational Deformed Shapes (ODS). The method uses as a damage feature the so called 
óInterpolation Errorô related to the use of a smooth cubic spline function in interpolating the 
operational deformed shapes of the structure. A localized reduction of smoothness in the 
operational deformed shapes detected between two consecutive inspections, points out a localized 
loss of stiffness. The ODS can be recovered from Frequency Response Functions calculated 
basing on responses measured at selected locations of the structure in terms of acceleration. In 
order to avoid false or missing indications of damage related to random variations of the damage 
feature, their effect should be properly taken into account. To this aim a threshold value of the 
damage feature is defined in terms of the values chosen for the tolerable probability of false alarm. 
This allows distinguish variations of the interpolation error due to damage from those due to 
random sources.  
The IDDM has been successfully applied to bridges, multistorey buildings and, in its 2D formulation 
to plates. In this paper after a brief description of the method some examples of its application to 
different types of structures are reported. 

1 Introduction 

Existing methods for damage identification can be divided into those relying on the calibration and 
updating a finite element model of the structure, and feature-based methods, which perform 
damage identification checking the possible changes of a damage sensitive parameter. The last do 
not need a numerical model and rely on a procedure to extract the damage feature from the sole 
responses to vibrations recorded on the real structure. Due to the scarce human interaction they 
require, they are attractive for adoption within an automated monitoring system. Both modal 
parameters and non-modal parameters (e.g. Frequency Response Functions, Operational 
Deformed Shapes or their derivatives, Interpolation Errors) have been proposed in the literature as 
damage sensitive feature. The recently proposed Interpolation Damage Detecting method (IDDM) 
relies on a damage index defined in terms of the operational deformed shapes of the structure. The 
damage feature is the interpolation error related to the use of a spline function in modeling the 
operational deformed shapes: statistically significant variations of the interpolation error between 
two successive inspections of the structure indicate the onset of damage. The significance of the 
variation is defined in statistical terms on the base of exceedance of a certain threshold value 
defined in terms of the accepted probability of false alarm. In the following a brief outline of the 

method is reported together with some applications. 

2 The interpolation damage detection method (iddm) 

In the Interpolation Damage Detecting method the damage feature is the interpolation error related 
to the use of a spline function in modeling the Operational Deformed Shapes (ODSs) of the 
structure: statistically significant variations of the interpolation error between two successive 
inspections of the structure indicate the onset of damage. Specifically, at a given location of a 
structure the interpolation accuracy is defined as the difference between the measured ODS and 
the ODS calculated by interpolating the measured ODSs at all the other locations equipped with a 
sensor. An increase of the interpolation error in the inspection phase (after a potentially damaging 
event) with respect to the baseline phase, is an indication of the existence of damage at the 
location where the change has been recorded. The IDDM has been successfully applied for 
damage localization of multistory buildings [1], [2], supported bridges [3], [4], models of suspension 
and cable-stayed bridges [6] and recently extended to the case of two-dimensional structures [7]. 
Thanks to its formulation based on the detection of reduction stiffness through the detection of 
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reduction of smoothness in the Operational Deformed Shapes (ODS), the IDDM can be applied to 
any type of structure provided the ODSs can be estimated accurately in the original and in the 
damaged configurations and a proper continuous function is used to interpolate the ODS in order 
to detect possible reductions of smoothness. 

2.1 The damage feature for beam-like structures 

The basic idea of the IDDM for beam-like structures can be described with reference to Figure 1.  

 
Figure 1: The interpolation error 

The ODS can be determined through the Frequency Response Functions (FRFs) if the excitation 

giving rise to the available responses is known otherwise Power Spectra of the response can be used 

to this aim. In this latter case a normalization of the damage feature is required in order to remove 

the dependence from the amplitude of the external excitation. Let z1,ézn, be instrumented location of 

the structure where responses in terms of acceleration have been recorded. At each frequency value, the set 

of frequency response functions HR(z) measured at the instrumented locations, give the operational deformed 

shape (ODS) at that frequency (red dots in Figure). At the l-th location zl the ODS can be calculated through 

the spline interpolation using the following relationship:  
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 () ( )( )
ikRilj

fzHgfc ,
,

=  lk¸  (2) 

The explicit expressions of the coefficient of the spline function cj,l in terms of the ODSôs are 
determined imposing continuity of the spline function and of its first and second derivative in the 
knots (that is at the ends of each subinterval). More details on the spline interpolation procedure to 
calculate acceleration responses can be found in reference [8]. In terms of ODSôs the interpolation 
error at location z (in the following the index l will be dropped for clarity of notation) at the i-th 
frequency value fi, is defined as the difference between the magnitudes of recorded and 
interpolated frequency response functions: 

  (3) 

If the structure is subjected to a known input recorded, for example, during forced vibration tests or 
under a low seismic excitation the estimation of the ODS is quite straightforward basing on the 
well-known relationship between the auto and cross power spectra allowing the estimation of the 
Frequency Response Functions. If the input is not available, the ODS can be recovered from the 
power spectra of the responses but, being not scaled to the input, cannot be directly employed to 
estimate the interpolation error since its value is influenced by the magnitude of the ODS which is 
strictly dependent on the input if they are not scaled: in this case a normalization of the damage 
feature is required.  
The interpolation error in this case can be defined as: 
































































































































































































































